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ABSTRACT 

 

Introduction: The gamma cameras, based on scintillation crystal followed by an array of photomultiplier tubes (PMTs), play 

a crucial role in nuclear medicine. The use of square PMTs provides the minimum dead zones in the camera. The camera with 

square PMTs also reduces the number of PMTs relative to the detection area. Introduction of a positioning algorithm to improve 

the spatial resolution in the detector with square PMT have been of interest in recent years.  

Methods: In this study, the maximum-likelihood and correlated signal enhancement positioning methods were implemented 

in a camera with square PMTs. The developed camera consists of 3/8” thick monolithic NaI(Tl) crystal coupled to the array 

of 76mm sized PMTs. The comparison is based on measuring full width at half maximum (FWHM) and standard deviation of 

FWHM of point sources in a 15×15 grid of samples with 2-mm grid spacing, produced using MLE and CSE positioning 

methods. 

Results: The intrinsic spatial resolution in (x, y) directions was (3.8, 3.8), (4.3, 4.5) mm for CSE and MLE methods 

respectively. Also, the standard deviations was almost the same in both methods (0.5 and 0.6 for CSE and MLE respectively). 

Although by applying MLE method, the resolution degrades by 16% but the produced image introduced acceptable quality. 

Conclusion: The results show the MLE method presented acceptable performance in comparison to CSE method as reference 

in the detector with large square PMTs. Note that the MLE method does not require any linearity correction process because 

it can estimate the exact position of events. 

Key words: Gamma camera; Square photomultiplier tubes; Position estimation; Maximum likelihood estimation; Correlated 

signal enhancement  
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INTRODUCTION 

The gamma camera based on the scintillation materials 

has been introduced by Anger et al. to obtain a map of 

the distribution of radionuclide within the body after it 

has been administered to body (e.g., by intravenous 

injection) [1]. The most common architecture of the 

camera includes scintillation crystal coupled to light 

guide, read out by an array of photo multiplier tubes 

(PMTs) [2, 3]. The emitted gamma photons from 

distributed radionuclide interact with the scintillation 

crystal and produce optical photons and further are 

converted to electrical signals by PMTs. These signals 

used to estimate the 2D position of the interaction and 

the deposited energy in the crystal. In a large area 

camera, the dominant factor which influences image 

quality and cost of the detector is the selection of the 

PMTs with appropriate size and shape. With keeping 

in mind that the common scintillation crystal has 

rectangular shape, the square PMT is the most 

appropriate type, because of covering efficiently the 

edges of the rectangular crystal compared to the 

hexagonal or circular types [4].  

The position calculation algorithm in any gamma 

camera is an important issue that highly influence the 

image quality. However, it is well known that the 

efficiency of the positioning methods completely 

depends on the size and shape of PMTs.  

The aim of the study is applying and evaluating the 

method from statistical estimation theory, particularly 

maximum-likelihood estimation (MLE) method [5-8], 

in the case of using the square large PMTs in the 

scintillation camera. For assessing the performance of 

the MLE method, its experimental results compared 

with the correlated signal enhancement (CSE) 

algorithm that is commonly used [4, 9]. 

 

METHODS 

Scintillation camera 

We have developed a rectangular gamma camera 

consists of a large area NaI(Tl) crystal, and an array of 

PMTs to evaluate the MLE positioning methods 

experimentally. The NaI(Tl) crystal with 4025 cm2 

area and 9.5 mm thickness attached to the light guide 

with 18 mm thickness is used in the camera. A thin 

aluminum plate (0.4 mm) is used as the entrance 

window also the entrance and side faces is coated with 

a white epoxy compound as reflector. The array of 64 

square PMTs with 7676 mm2 area (R6237, 

Hamamatsu, Japan) is placed on the light guide at the 

back of the crystal. Since the array should be optically 

coupled with the crystal, a home-made silicon-based 

glue is developed to be transparent in addition to have 

good adhesive properties [10]. A high voltage of -900 

V was applied to all the 24 PMTs. All camera 

components are shielded from external light in a 

ferrous housing. Also the lead is used to shield the 

camera from gamma ray except the face of the 

detector. The readout of the detector is the same as 

described in our previous work [10]. 

The MLE and CSE positioning methods are applied to 

estimate the 2D position of interaction in the detector, 

and then the intrinsic spatial resolution of each method 

is obtained. Each estimation method is evaluated by 

FWHM and variance of the estimated positions of 

point sources in a 15×15 grid with 2-mm grid spacing 

placed on the detector surface. FWHM and variance 

both directly impact the intrinsic spatial resolution. In 

the following implementation of both methods 

clarified in more detail.  

  

Data acquisition and calibration process 

In this study, we need to have 2D calibration data, 

acquired with a well-collimated beam of gamma rays 

normal to the face. So a collimated Tc-99m source is 

scanned in a 75×75 grid pattern with 2-mm grid 

spacing across the camera face. It should be noted that 

the mean detector response function (MDRF) are 

interpolated to 149×149 samples with 1-mm grid 

spacing. The acquired data covered almost a quarter of 

detector area (150×150 mm2). More than 10,000 

counts acquired in every calibration point and it lasts 

about 10 seconds.  

This calibration process provides the mean detector 

response function (MDRF) of the gamma camera 

through calculating the average response of each PMT 

in the detector as a function of the position of the 

calibration point on the detector face. The measured 

MDRF is included all optical and electronic properties 

of the gamma camera [5, 11]. 

A source holder with opening hole with 1.0 mm 

diameter was used to simulate the point source (Figure 

1).  
 

 

 

Fig 1. The drawing of source holder that is used to make the point 
source. 
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The source holder should be moved on the different 

positions on the detector surface to expand the 

evaluation of spatial resolution to entire surface of the 

camera. For this purpose, a moving mechanism is 

implemented as shown in Figure 2, that provides 

movement of source holder in the both x and y 

directions of the detector plane with 1 mm precision. 

 

 

Fig 2. The equipment that is designed and developed to provide the 

movement of source holder in x or y direction in 1 mm precision. 

 

Correlated signal enhancement (CSE) method 

In this method, the column and row summations are 

first obtained, and then simple 1D center of mass 

(COM) is individually implemented for each direction 

(x and y) to estimate the position of interaction in 2D 

plane [4]. Also, a nonlinear correction function should 

be applied on the column and row summation values 

to achieve a better intrinsic spatial resolution and 

linearity. 
 

�̂� =  
∑ 𝑥𝑐𝑜𝑙𝑖𝑖 𝑤𝑓(𝑐𝑜𝑙𝑛𝑜𝑟𝑖)𝑐𝑜𝑙𝑖(≥ 𝑆𝑚𝑖𝑛)

∑ 𝑐𝑜𝑙𝑖𝑖 (≥ 𝑆𝑚𝑖𝑛)
 , 

(1) 

  𝑐𝑜𝑙𝑖 = ∑ 𝑆𝑖𝑗

𝑗

, 𝑐𝑜𝑙_𝑛𝑜𝑟𝑖 =
∑ 𝑆𝑖𝑗𝑖

∑ ∑ 𝑆𝑖𝑗𝑗𝑖
 

 

 

�̂� =  
∑ 𝑦𝑟𝑜𝑤𝑗𝑗 𝑤𝑓 (𝑟𝑜𝑤𝑛𝑜𝑟𝑗

) 𝑟𝑜𝑤𝑗(≥ 𝑆𝑚𝑖𝑛)

∑ 𝑟𝑜𝑤𝑗𝑗 (≥ 𝑆𝑚𝑖𝑛)
 , 

(2) 

  𝑟𝑜𝑤𝑗 = ∑ 𝑆𝑖𝑗

𝑖

, 𝑟𝑜𝑤_𝑛𝑜𝑟𝑗 =
∑ 𝑆𝑖𝑗𝑖

∑ ∑ 𝑆𝑖𝑗𝑗𝑖
 

where i and j is the number of columns and row 

respectively, the Sij is the signal of PMT in ith column 

and jth row and the wf is a Gaussian-based correction 

function which modifies the signal of each column and 

row [10]. The wf function depends on geometric of 

detector and it has to customize for each detector. The 

function is optimized for the presented detector in our 

previous work [10]: 

𝑤𝑓(𝑥) = 𝑒𝑥𝑝 [−
((𝑥 − 0.3)^2)

2(0.5)^2
]         (3) 

The wf function produces a weighted factor that 

weakens very large and very small signals regarding 

the column (row) summation. It should be noted that 

the very small signals have poor signal-to-noise ratio 

(SNR) and also there is not much valuable information 

to estimate position of interaction in the very large 

signals. Also we applied a threshold level 2% 

(represented Smin in the equation (1) and (2)) as the 

same manner of the conventional canter of mass 

methods [8, 12]. 

 

MDRF processing 

The MDRF data set is applied to calculate the means 

of the signal output of each PMT as a function of the 

point source location. The sample means should be 

calculated for the events that set in the photo peak. For 

this purpose, first of all the image of each calibration 

point is obtained using CSE method (described in the 

section 0.), then a Gaussian function is fitted to the 

photo peak in the obtained image, finally all events 

outside of the six standard deviations (SD) of the fitted 

function discards from the data. The means of PMT 

signals are calculated for the residual events and save 

as the response of each PMT as a function of the 

position on the detector face. 

  

MLE method 

In this study we considered the statistics of the gamma 

ray detection is approximately Poisson and therefore 

the number of electron produced at each PMT is also 

Poisson by the binomial-selection theorem [11, 13]. If 

ni denoted as the output signal of the ith PMT, then the 

Poisson probability law on ni can described as: 

𝑝(𝑛𝑖|𝑟𝑖𝑛𝑡, 𝐸𝑖𝑛𝑡) = 𝑒𝑥𝑝(−𝑛𝑖) (
�̅�𝑖

𝑛𝑖

𝑛𝑖!
), 

(4) 

    𝑖 = {1,2, … ,24}        

Where rint is the 2D interaction location in the 

scintillation crystal, and Eint is the energy deposited in 

the interaction and 24 is the number of PMT in the 

developed camera. Since the PMT output signals are 

statistically independent, the multivariate probability 

law can be applied for a set of ni , i = (1,2,…,24), 

associated with any single gamma ray event in the 

modular detector:  

𝑝(𝒏|𝒓𝑖𝑛𝑡, 𝐸𝑖𝑛𝑡) = ∏ 𝑒𝑥𝑝(−𝑛𝑖) (
�̅�𝑖

𝑛𝑖

𝑛𝑖!
)

24

𝑖=1

,  

(5) 

   𝑖 = {1,2, … ,24} 
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Where n is a vector of the PMT signals, (n1, n2, …,ni). 

This model originated with the work of Barret in 2005 

and referred as the scaled Poisson model [11]. With 

substituting ni (rint, Eint ) that calculated from 

calibration process (described in the section 0 and 0.) 

the MLE method can estimate the position and energy 

of any event with the the vector n: 

(�̂�𝑖𝑛𝑡, �̂�𝑖𝑛𝑡) = arg max 𝑝 (𝒏|𝒓𝑖𝑛𝑡, 𝐸𝑖𝑛𝑡)        (6) 

If we assume the collimated source that used in the 

calibration process is monoenrgetic, we will have: 

ln 𝑝 ({𝑛𝑖}|𝑥, 𝑦) = ∑(𝑛𝑖 ln �̅�𝑖(𝑥, 𝑦) − �̅�𝑖(𝑥, 𝑦))

24

𝑖=1

− ∑ ln(𝑛𝑖!)

24

𝑖=1

    (7) 

The last term of the above equation is independent 

from (x,y) and so can be considered as constant in 

searching ML solution. It should be noted that it is 

relevant for the likelihood windowing described in the 

section 0. Finally the ML position for the interaction 

location is estimated from: 

(�̂�𝑀𝐿, �̂�𝑀𝐿) = arg max[ln 𝑝(𝒏|𝑥, 𝑦)]        (8) 
 

Likelihood windowing 

There are several technique to reject the scattered 

interactions in the MLE method [14-16]. Since we 

already compute the last term in (10), the likelihood 

windowing (LW) is implemented in this work. For this 

purpose, in the first step the position-independent 

likelihood thresholding (L0(x,y)) is calculated using 

the calibration data, then every event that the 

maximized likelihood can satisfy the following 

condition, is accepted. 

𝑝(𝒏|�̂�𝑀𝐿, �̂�𝑀𝐿) > 𝐿0(�̂�𝑀𝐿, �̂�𝑀𝐿)        (9) 

For computing L0(x,y), First the log-likelihood is 

calculated for each calibration point using (10) and 

then the maximum of the likelihood values is found 

and finally 85% of this maximum is considered the 

likelihood thresholding in corresponding position of 

calibration point (x,y). Histogram of the log-likelihood 

for all events correspond to one of calibration point is 

presented in (Figure 3). 

 

Comparison strategy 

A grid pattern of 15×15 with 10-mm grid spacing 

across the camera face is used to evaluate the MLE 

method. All of the 225 point sources are acquired in 

the same manner of the calibration acquisition. 

The intrinsic spatial resolution in combination with 

standard deviation of the MLE method are reported 

and compared to the corresponding value of The CSE 

one as the reference. The full width at half maximum 

(FWHM) of a point source that placed on the detector 

surface was calculated to obtain the intrinsic spatial 

resolution. 

 

Fig 3. Histogram of the log-likelihood for all events correspond to 

one of calibration point. The blue line indicate the maximum of the 
likelihood and the red line demonstrates the likelihood threshold. 

The location source is (20, 20).. 

 

Note that due to the symmetry, we considered only a 

quarter of the detector. Also for conversion of the pixel 

size to millimeter in reporting the FWHM, we used the 

adjacent images that the physical distance between the 

point source locations of them is 10-mm. Then 

differences between the peak of point source locations 

in each acquired image was calculated in pixel (P) and 

the conversion factor (cf), was obtained from: 
 

𝑐𝑓(𝑝𝑖𝑥𝑒𝑙 𝑡𝑜 𝑚𝑖𝑙𝑙𝑖𝑚𝑒𝑡𝑒𝑟) =  
10

𝑃
 (𝑚𝑚

𝑝𝑖𝑥𝑒𝑙⁄ )           (10)  

 

It should be noted that pixel size depends on the 

position of the point source, because all of the 

measurements are performed before the linearity 

correction process. Therefore, the pixel size should be 

calculated for every point individually. 

  

RESULTS 

The Sample histogram of the signals from one PMT 

for one grid point of the MDRF calibration is shown 

in Figure 4.  

 

 

Fig 4. The Sample histogram of the signals from one PMT for one 

grid point of the MDRF calibration. The red vertical lines show the 

lower and upper limits of the applying Gaussian filter. The blue 
vertical line indicates the mean of the photopeak events. The 

location of the source is on the center of the PMT. 
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The red vertical lines show the lower and upper limits 

of the applying Gaussian filter. The blue vertical line 

indicates the mean of the photopeak events. The 

shown mean is calculated for each PMT in all of grid 

points (149×149) to compute the filtered MDRF. The 

filtered is used to estimate the interaction position in 

the MLE method. 

The acquired image from the 15×15 grid that 

estimated using both the MLE and CSE methods and 

represented in Figure 5. 

 

 

 
 

Fig 5. The acquired image from the 15×15 grid that estimated using 
(above) the MLE and (below) CSE methods. 

 

The MLE estimates the position of point sources with 

more accuracy in comparison with CSE method. Also 

for quantitative analysis, we presented the intrinsic 

resolutions in combination with standard deviations 

for the both method in Table 1. 

As shown in Table 1, although the MLE method 

degrade the intrinsic resolution by 16% in comparison 

the CSE method, but the method remains acceptable 

for using in the gamma camera. 
 

Table 1: The mean FWHMs and SDs of point sources in a grid of 

15×15, covered 150×150 mm2 area of the detector, obtained from 
MLE and CSE positioning methods in both direction of x,y. 

 

Positioning Method CSE MLE 

x-direction (mean ±SD) mm 3.8±0.4 4.3±0.7 

y-direction (mean ±SD) mm 3.8±0.6 4.5±0.6 

 

The flood image also is acquired using the point source 

of Tc-99m with strength of 300 µCi that placed 2m 

away from camera face. Each camera had 25000 cps 

on average while the background was about 500 

cps/camera. The integration time was 35 minutes in 

order to acquire about 500 events per pixel of image if 

the image size is considered 512×512. 

 

DISCUSSION 

As shown in Figure 4, the MLE method can estimate 

the position of point sources with excellent accuracy 

so the MLE method does not need any linearity 

calibration process to match the physical location of 

the events with the position in the image.  

Our results are similar to the previous work 

implementing the MLE method in a detector with 

monolithic NaI(Tl) crystal and a 3 × 3 array of PMTs 

resulting good spatial resolution with no need for 

distortion correction in comparison with Anger 

algorithm [5].  

However the spatial resolution of MLE method is 

poorer than the CSE method but these values are 

appropriate for the scintillation camera and are 

comparable to other commercial systems as shown in 

Table 2. 

 

CONCLUSION 

We developed a rectangular gamma camera with 

combination of an array of 64 square PMTs then we 

applied the MLE positioning method on the developed 

detector and evaluated the performance of the method 

using comparing the image quality and intrinsic 

resolution to CSE method as reference. The MLE 

technique presented acceptable performance while 

using the detector equipped with the large square 

PMTs. The main disadvantage of the method is the 

long calibration process. Its major advantage, is the 

independence from any linearity calibration process. 

The linearity process is replaced by the long 

calibration process. We aim to expand the MLE 

method using the implementation of maximum a 

posteriori (MAP) technique in the developed 

detectors.  
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Table 2: Intrinsic spatial resolution of developed detector in comparison with three commercial gamma cameras.  

 

Specifications Developed Detector Discovery NM/CT 670 Millennium MG Philips BrightView 

Crystal Thickness (mm) 9.5 9.5 8.5 9.5 

PMT Shape Square Round Square Round 

Detector Field of View (cm2) 37×22 54×40 37×52 54×40.6 

Intrinsic Spatial Resolution (mm) 3.8 (CSE) 4.4 (MLE) 3.8 3.9 3.3 

 

 

In this technique, prior knowledge of the desired 

parameters are applied by forming MAP estimator to 

improve the accuracy of the estimation process [6, 17]. 

Also, we are planning to apply the neural network 

theory to estimate the position of interaction in the 

future work [18-20]. 
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