Implementation of quadratic dose protocol for \(^{18}\)F-FDG whole-body PET imaging using a BGO-based PET/CT scanner, GE Discovery ST
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ABSTRACT

Introduction: The ability of quadratic dose protocol to maintain a good quality image for an overweight and obese patient is well reported. However, a practical approach to the implementation of this protocol in whole-body imaging in Malaysia is currently lacking. Hence, the aim of this study is to derive the quadratic dose formula that suits our PET system.

Methods: Whole-body PET imaging protocol was performed using NEMA 2012/IEC 2008 phantom. Two dose protocols were adhered, namely linear and quadratic dose protocol. A PET Discovery ST, which is BGO-based PET system was used in this study. This study was guided by technical guidelines published by Koopman et al. Finally, a comparative analysis between the effective dose yielded by linear and quadratic dose protocols was performed.

Results: Implementation of quadratic dose protocol using our PET system lengthen the scanning time to 226 s, as compared to 150 s currently used in the linear dose protocol. Meanwhile, the findings revealed that the quadratic dose protocol led to a greater effective dose for the body weight of 62 kg and above. These findings were observed in all the five groups of patient studied.

Conclusion: In conclusion, a successful trial of the quadratic dose protocol on our PET system has been established. Despite the long acquisition time and greater effective dose, implementation of quadratic dose protocol is necessary for better quantification of the image, as well as ensuring constant image quality across all patients, especially overweight and obese patients.
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INTRODUCTION

The advantages of PET and PET/CT in oncology for specific clinical conditions such as tumor staging, monitoring of response to therapy and prediction of prognosis in a variety of tumors have been proven. Over the past 15 years, PET with CT techniques has revolutionized the care of cancer patients in many developed countries and is being adopted in emerging economies. PET/CT is expanding rapidly in many countries and has quickly established its place in the diagnosis and management of several prominent diseases.

Alas, imaging with PET susceptible to the patient’s body weight related problems. The increment of the patient’s body weight leads to degradation of PET image quality. This is due to the increase in photon attenuation and photon scattering interaction as the size of the patient’s body increases. It is known that the probability of Compton scattering covers a relatively broad area for the lower atomic number of materials. Unfortunately, the human body, which highly contributes by the lower atomic number of materials causes the Compton interaction to dominate [1]. Accordingly, imaging of a relatively large patient contributes to high fraction of scattered data, thus resulting in noisy image [2].

Several methods have been proposed to overcome such a problem [2-9]. Examples of such methods are the prescribed source activity per body weight, acquisition time, time-of-flight (TOF) data acquisition and depth-of-interaction (DOI) method. Of these, the most commonly used solution to confront the effects of the patient’s body in PET imaging is the prescribed dose per body weight. Some studies did recommended higher FDG dose per body weight to maintain the image quality [10, 11]. The linear relationship between the patient’s body mass and prescribed dose had been documented in the European Association of Nuclear Medicine (EANM) guidelines. However, clinical practice has confirmed that the linear relationship between the patient’s body mass and the prescribed dose does not necessarily result in good quality images, especially for the obese patients [9]. Indeed, a study revealed that the greater dose per body weight was not able to improve the PET image quality in the overweight patient [6]. In another study, a constant dose injected in a different patient’s body weight also showed a similar trend, where image degradation was observed in the overweight patient [2]. The current practice that has been proven to maintain the quality of PET images across the patients is the quadratic dose protocol [9]. This method is capable of producing a better signal-to-noise ratio (SNR) for the overweight and obese patient compared to the constant or linear dose, which is usually practiced by many institutions.

The current practice for the fluorine-18 fluorodeoxyglucose (18F-FDG) whole-body imaging at our institution is the linear dose protocol. The patient is injected with 5 MBq per kg of body weight. Even with the advantages offered by the quadratic dose protocol, it is still not the preferred method among the nuclear medicine centers here. This is probably due to the lack of practical approach in the implementation of the quadratic dose protocol in Malaysia. In accordance with that, this study was conducted at Institut Kanser Negara (IKN) by adhering to the technical guidance proposed by Koopman et al. to derive a quadratic dose formula [12]. At the end of this study, the 18F-FDG administrated and patient’s effective dose resulted from quadratic dose protocol were compared with the linear dose protocol currently practiced at IKN.

METHODS

Patient-specific 18F-FDG activity image acquisition

The aim of PET imaging is to obtain a consistent quality of images across all patients. In emission imaging, the quality of images is dependent on the total number of counts acquired, which in turn depends on various factors, including the efficiency of a scanner, administered activity, acquisition time and the size of the patient’s body [6, 7, 9, 13, 14]. In accordance with that, the amount of activity administered to the patient’s body is usually relies on the body weight of the patient, which is known as the patient-specific 18F-FDG activity.

In this study, the image acquisition was carried out using a NEMA 2012/IEC 2008 PET phantom. The literature reveals that this commercial PET phantom presents a normal patient’s body [15]. Therefore, imaging of this phantom yields the data that representing a normal BMI patient. This phantom in essence consists of two major compartments, i.e. background and six spheres for lesion. The technical specification of NEMA 2012/IEC 2008 phantom is tabulated in Table 1.

<table>
<thead>
<tr>
<th>Table 1: Technical specification of NEMA 2012/IEC 2008 phantom.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom body dimensions</td>
</tr>
<tr>
<td>Total volume background</td>
</tr>
<tr>
<td>Total volume sphere</td>
</tr>
<tr>
<td>Fillable spheres’ size (volume)</td>
</tr>
<tr>
<td>10 mm, 13 mm, 17 mm, 22 mm, 28 mm, 37 mm</td>
</tr>
<tr>
<td>(0.5 ml, 1.1 ml, 2.8 ml, 5.7 ml, 11.6 ml 27 ml)</td>
</tr>
</tbody>
</table>

The whole-body 18F-FDG PET/CT procedure was performed using the PET Discovery ST scanner. This integrated system is equipped with a 16 slice CT-
scanner, 24 detector rings PET scanner. The detector for PET is the BGO crystal. Derivation of the patient-specific $^{18}$F-FDG was adhered to the recommendation described by Koopman et al. [12]. According to this guideline, the spheres and background need to be filled with 2 kBq/ml and 20 kBq/ml of $^{18}$F-FDG activity respectively. All images were acquired by adhering to the standard whole-body nuclear medicine protocols practices at IKN. The phantom was positioned on the bed scanner with the center of each sphere located in a single transverse plane and at the center of the axial FOV (Figure 1).

Whole-body PET/CT phantom imaging were performed for different scan times, ranging from 1.5 minutes to 10 minutes. The images were then reconstructed using a fully 3D ordered subset expectation maximization (OSEM) algorithm due to superior noise characteristics provided by this algorithm compared to the conventional FBP algorithm. Two iterations and 21 subsets, with the standard Gaussian post-filters with 6.0 mm FWHM were used during the image reconstruction. The scatter, random, dead time, attenuation and normalization corrections were incorporated into the iterative reconstruction scheme [16]. PMOD 3.7 medical imaging analysis software was finally used to register and hence analyze the images.

**Verification to EARL Standard**

It should be noted that there are two demands needed to be fulfilled in the derivation of the quadratic dose equation for the whole-body PET imaging. First, multiplication of $^{18}$F-FDG activity and scan time per bed position should result in a quadratic relationship to a patient’s body weight. Second, the specification of recovery coefficients (RC) as described by European Research Ltd (EARL) should be satisfied. In accordance with that, verification of the RC value measured on the reconstructed image was performed. Comparison with the value tabulated by the EARL guideline was then established. This step was performed by comparing the value of RC measured on the image acquired using 10 minutes and $T_{\text{min}}$ (minimal scan time per bed position) image acquisition. This verification was necessary to assure that the RC measured on our PET image would meet the recommendation given by the European guideline. Two different RC values were calculated: $R_{\text{max}}$ and $R_{\text{mean}}$. The correction for the $^{18}$F-FDG activity decay is necessary at this stage. In this case, the correction was performed by correcting for the decay of activity as a result of time difference during the phantom preparation and phantom scanning. The $R_{\text{max}}$ value was calculated by the ratio between the maximum pixel values of the sphere on the reconstructed PET image, to the true FDG activity in the sphere. Meanwhile, $R_{\text{mean}}$ was represented by the ratio between mean pixel values within a volume of interest (VOI) to the true FDG activity in the sphere. The selected VOI only included the voxels with values that include 50% of the maximum pixel value and also corrected for background uptake. Outlining of the sphere was done manually by contouring slices in which the sphere was visible. Definition of the sphere VOI was performed with the consideration and hence the guidance of CT image information. Figure 2 demonstrates the tumor volume definition as well as background region of interest (ROI) for the RC calculation.

**Derivation of a patient-specific $^{18}$F-FDG activity formula**

After verification of the RC to the value recommended by EARL, derivation of the $T_{\text{min}}$ value was performed. Using the series of reconstructed images, the coefficient of variation (COV) values was extracted from the reconstructed images of each scan time. The COV was calculated by the ratio between the standard deviation ($\sigma$) to the mean pixel value of the ROI defined in the background area (Equation 1).

$$COV = \frac{\sigma_{\text{ROI}}}{\text{Mean}_{\text{ROI}}}$$ (1)
The measured COV as a function of the acquisition time curve was then plotted. Interpolation of the respective curve at 15% COV gave the value of $T_{\text{min}}$. Substitution of the $T_{\text{min}}$ value to the equation derived by Koopman et al. resulted in the patient-specific $^{18}$F-FDG activity to be administrated to the specific body weight of patients. The respective equation is described in Equation 2, whereby the product of $A \times t$ refers to the $^{18}$F-FDG activity in MBq and the scan time in seconds ($t$) practices in the clinical setting. Meanwhile, EARL recommended that the weight reference ($w_{\text{ref}}$) of 75 kg and activity reference ($A_{\text{ref}}$) of 300 MBq was considered for the calculation. The steps to derive the quadratic dose are summarized in the flowchart shown in Figure 3.

$$A \times t = \frac{w^2}{w_{\text{ref}}^2} \times A_{\text{ref}} \times T_{\text{min}}$$ (2)

![Flowchart](image)

Fig 3. The summary of the steps performed to implement the quadratic dose protocol at our institution.

**Estimation of effective dose for quadratic and linear dose protocol**

Generally, the effective dose represents the stochastic health risk to the whole body, which is the probability of cancer induction and genetic effects of low levels of ionizing radiation. It is calculated by the tissue weighted sum of the equivalent doses in all specified tissues and organs of the human body. The effective dose ($D_E$) of $^{18}$F-FDG to the patients can be calculated by using the dose coefficients as recommended by the ICRP Publication 106 for a variety of organs and tissues of the adult hermaphrodite MIRD phantom. The respective parameter is described in Equation 3.

$$D_E = A \times T_F^{FDG}$$ (3)

Whereby $A$ refers to $^{18}$F-FDG radioactivity administrated to the patients and $T_F^{FDG}$ refers to the constant value from ICRP publications 103. The effective dose for five groups of patient were estimated in this study. The groups included adult, 15 years, 10 years, 5 years, and 1-year patient. At our center, the $^{18}$F-FDG PET scans performed on children are quite common. To date, the age of the children presented to our center for $^{18}$F-FDG PET scan is in the range of two to 10 years old. In accordance with that, we also considered this group of patients in our study. Effective doses per unit activity administered of 0.019, 0.024, 0.037, 0.056 and 0.095 mSv MBq$^{-1}$ were substituted in Equation 3 for each of the patient groups respectively. Finally, the quadratic activity dose protocol was determined and compared with the linear dose protocol for the respective ranges of body weight. Comparison of the total activity and effective dose was established in this study.

**RESULTS**

**EARL RC verification**

The results of EARL RC verification are tabulated in Table 2.

<table>
<thead>
<tr>
<th>Sphere volume (ml)</th>
<th>$RC_{\text{mean}}$ EARL $t=600$ s</th>
<th>$RC_{\text{mean}}$ EARL $t=226$ s</th>
<th>$RC_{\text{max}}$ EARL $t=600$ s</th>
<th>$RC_{\text{max}}$ EARL $t=226$ s</th>
</tr>
</thead>
<tbody>
<tr>
<td>27.01</td>
<td>0.76-0.89</td>
<td>0.72</td>
<td>0.78</td>
<td>0.95-1.16</td>
</tr>
<tr>
<td>11.54</td>
<td>0.72-0.85</td>
<td>0.65*</td>
<td>0.71*</td>
<td>0.91-1.13</td>
</tr>
<tr>
<td>5.60</td>
<td>0.63-0.78</td>
<td>0.60*</td>
<td>0.65</td>
<td>0.83-1.09</td>
</tr>
<tr>
<td>2.73</td>
<td>0.57-0.73</td>
<td>0.56*</td>
<td>0.54*</td>
<td>0.73-1.01</td>
</tr>
<tr>
<td>1.20</td>
<td>0.44-0.60</td>
<td>0.47</td>
<td>0.47</td>
<td>0.59-0.85</td>
</tr>
<tr>
<td>0.49</td>
<td>0.27-0.43</td>
<td>0.30</td>
<td>0.31</td>
<td>0.34-0.57</td>
</tr>
</tbody>
</table>

*RC value that do not meet the recommended range specified by EARL
The RC\textsubscript{mean} and RC\textsubscript{max} are the two parameters recommended for the analyses. The results showed that several RC values measured on the image obtained by our system did not meet the recommended value tabulated by the EARL. The maximal difference of RC\textsubscript{mean} obtained by our system was 9.7\% less than the minimal range specified by EARL. Meanwhile, the maximal difference of RC\textsubscript{max} value was larger by 0.9\% from the maximal value recommended by EARL. Most of the measured values, nevertheless, met the recommendation by EARL. 75.0\% of them were recorded within the recommended range specified by the EARL.

**Derivation of T\textsubscript{min}**

In Figure 4, the values of calculated COV as a function of acquisition time are shown. The relationship between the measured COV and scan time is represented by the power law function. In this study, the power-law fit resulted in COV equal to \(2.641 \times T^{-0.53}\). The coefficient of determination, \(R^2\) of 0.97 shows that the fitted function is well represented the raw data. The close value of \(R^2\) value to one indicates a good fit of the power law trend line to the data. Interpolation of the curve at COV\textsubscript{max} equal to 0.15 gave T\textsubscript{min} value of 226 seconds.

**Derivation of a patient-specific \(^{18}\text{F}-\text{FDG} \) activity**

The quadratic dose of \(^{18}\text{F}-\text{FDG} \) activity calculated using Equation 2 for various patient’s body weight is shown in Figure 5. The results showed that the total activity required for the whole-body imaging using the two dose protocols increases with the increment of the patient’s body weight. The linear relationship between the patient’s body weight and \(^{18}\text{F}-\text{FDG}\) activity is clearly represented by the linear dose protocol. The \(^{18}\text{F}-\text{FDG}\) activity was calculated using quadratic dose protocol started to exceed the value recommended by the linear dose protocol at the body weight of 62 kg. Hence, quadratic dose protocol requires more \(^{18}\text{F}-\text{FDG}\) activity than the linear dose protocol beyond the respective point.

**DISCUSSION**

The ability of the quadratic dose protocol to maintain a good quality PET image for the overweight and obese phantom had been proven [9]. This advantage has established the superiority of quadratic dose protocol to the linear and constant dose protocol in PET imaging. Nevertheless, the commonly used practice in Malaysia tends to be either the constant or linear dose protocols. This is perhaps due to the lack of practical approach in the implementation of this protocol in clinical practice in Malaysia. Accordingly, this study was performed to apply the practical approach of this dose protocol using the PET system that we have in our center. The guideline by Koopman et al. was used to determine the \(^{18}\text{F}-\text{FDG}\) activity equation for the whole-body PET examinations that would satisfy both the EANM guidelines and quadratic relation at the IKN was adhered in this study.
Our findings showed that some of the RCs value obtained during the EARL verification step was slightly lower and higher than the range recommended by EARL. These deviations were possibly due to the small error during the definition of the VOI which was done based on the CT information. However, these data are still acceptable provided that the following recommendations are considered for the compensation of the shortage. One of the recommendations proposed to compensate this situation is by application of an additional post-smoothing filter during the image reconstruction [12]. One of the factors that have been discussed to cause individual RC to not fit the EARL

Fig 6. Effective dose estimated from both protocols against body weight (a) 1-year (b) 5 years (c) 10 years (d) 15 years (e) adult patients.
RC specifications is the statistical uncertainties for the shorter scan duration.

Derivation of quadratic dose, as described by Equation 2, reveals that information on the minimal time for the scanning is necessary for this purpose. In this case, the guideline on the \( T_{\text{min}} \) derivation was adhered. According to the guideline, there are two ways to determine the \( T_{\text{min}} \). One of the methods is by interpolation of the measured COV as a function of acquisition time at 15% COV, which was performed in this study [12]. It was chosen due to the reason that COV max should remain below 15% to keep the image quality and quantification accuracy within acceptable limits [3]. The power-law function is assumed to well fit the data, considering that the noise properties in PET generally can be represented by Poisson model. Nevertheless, it is known that the COV measured in the reconstructed data could be influenced by the detector dead time, normalization, attenuation correction or the reconstructed algorithm [17]. However, the 0.97 value of the coefficient of determination shows that the power-law fit our data well. Alternatively, the \( T_{\text{min}} \) could be calculated using Equation 4. Substitution of \( a \) and \( b \) coefficient of the power-law function fitted to the curve gave the similar \( T_{\text{min}} \) value.

\[
T_{\text{min}} = \left( \frac{a}{\text{COV}_{\text{max}}} \right)^\frac{1}{2} \times \left( \frac{\text{bodyweight}}{2.0} \right) \quad (4)
\]

Implementation of quadratic dose protocol using our PET system required longer \( T_{\text{min}} \) than we had expected, i.e. 226 seconds compared to 150 seconds. This is due to the technology in the existing PET/CT scanner, which uses bismuth germinate (BGO) crystal detector. Meanwhile, the studies by previous researchers were performed using much faster PET crystal detector, which is cerium doped-gadolinium oxyorthosilicate (Gd2SiO5) or LSO with TOF technology [9, 12]. In PET detection, inorganic scintillation crystal is used to record the gamma rays produced following the annihilation of positrons emitted by the injected tracers. The ultimate performance of the camera is strongly tied to both physical and scintillation properties of the crystal. Both BGO and LSO have excellent physical properties for annihilation photon detections [18]. Both detectors have high density, high effective atomic number that results in efficient detection of gamma rays. However, LSO offers the best combination of properties for PET of any scintillator known today [10]. Furthermore, BGO has one significant weakness which is relatively long decay constant (300 ns) that limits the coincidence timing resolution. Hence, longer time is required to acquire sufficient detection on BGO crystal compared to the LSO. This is why in our case, the scanner with BGO crystal took a longer time to achieve COV max compared to the LSO crystal. It should be noted that though our PET scanner has been used for many years without TOF system, implementation of the quadratic dose protocol using this system is still possible.

In this study, the image acquisition was carried out using a NEMA 2012/IEC 2008 PET phantom. Given that this phantom is representing a normal body weight patient, thus, we did not consider for the assessment of the image quality in this study. We recommended that future works be done using phantoms that representing an overweight and obese patient. Hence, evaluation of the image quality obtained using these overweight and obese phantoms is more meaningful in presenting the effect of the quadratic dose protocol.

Effective dose estimation from both dose protocols was calculated using the whole body effective dose coefficient values published by ICRP Publication 128. Comparison between the two protocols was done for the adult, 15 years, 10 years, 5 years and 1-year patient. According to the findings shown in Figure 6, implementation of the quadratic dose protocol for the patient below than 62 kg would lower the effective dose as compared to the linear dose protocol. Even though a quadratic dose protocol led to greater effective dose to the patient greater than 62 kg, it is worth noting that the effective dose was not the only benchmark for implementation of this quadratic dose protocol. In addition to effective dose, the other factor that should be considered for implementation of this protocol is the image quality. It is known that the quadratic dose protocol results in higher dose compared to the linear and constant dose protocol because of the quadratic relationship itself [9]. By using a quadratic dose protocol, the scanning time in our center was longer up to 50% compared with the current method. Nevertheless, this disadvantage could be accepted, given that a consistent quality of the image would be obtained. In addition, patients with a body weight of 62 kg and less would receive a lower effective dose as well as good quality of image.

**CONCLUSION**

A patient-specific 18F-FDG activity that has a quadratic relation to the patient’s body weight is a good implementation for overweight and obese patients. The higher effective dose that will be received by the patient is due to the quadratic relationship between the body weight and 18F-FDG activity themselves. In addition, justification on the benefit that will be received by the patient is greatly established by previous studies. The quadratic dose protocol has been proven to result in a more consistent SNR ratio compared to the linear and constant dose protocol [9]. Implementation of quadratic dose protocol using our PET system leads to a longer minimal scan time for each bed position (226 seconds as compared to 150 seconds currently practice at our institution). The possible reason for this is due to the relatively long decay constant of BGO detector which
eventually needs more time for data acquisition. In addition to that, the implementation of this protocol led to a lower effective dose to the patient with a body weight of 62 kg and less. Despite the long acquisition time and greater effective dose offers by the quadratic dose protocol (for the patient greater than 62 kg), implementation of this protocol is necessary for better quantification of the image especially for the overweight and obese patient. In line with the principle of radiation protection systems, the benefit that will be yielded by the implementation of this protocol exceeds the said deficiencies. In addition, the image quality for overweight and obese patient will also be improved. Hence, implementation of this protocol is necessary for more constant image quality across all patients.
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