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Introduction: Since the Ordered Subset Expectation Maximization (OSEM) and 
Q.Clear algorithm each have advantages and disadvantages, we aimed to 
determine the optimal values of reconstruction protocols to achieve the best 
diagnostic parameters for the neurological PET brain images of  BGO-based 
PET/CT scanners. 
Methods: Images of point sources, as well as Hoffman and Carlson phantoms 
filled with [18F]FDG radiopharmaceutical, were acquired using a PET/CT scanner. 
In OSEM, images were reconstructed with multiple iterations and subsets, 
applying 3.2 mm or 6.4 mm Gaussian filters, with PSF recovery enabled. For 
comparison, one reconstruction was done without PSF recovery using Iteration-
Subset=12–12. In Q.Clear, β values from 50 to 500 in 50-step increments were 
used for reconstruction. Parameters such as FWHM, COV and modified RC were 
evaluated. A cost function identified the best results, which were blindly assessed 
by two nuclear medicine experts for noise, contrast, and overall image quality. 
Results: Quantitatively, β=50-200 and Iteration-Subset=20-12 were the 
parameters whose Cost Function values were higher than Iteration-Subset =12-
12, which was routinely used to reconstruct brain images in our center. Visual 
evaluations show that β=200 has the lowest noise and the lowest contrast and 
evaluators gave the highest score for overall image quality to β=200 and β=150. 
This study has evaluated β=200 and β=150 as optimal for reconstructing brain 
images. 
Conclusion: This study investigated the different reconstruction algorithms to 
obtain the optimal parameters. The Q.clear algorithm with penalty function of 
β=200 and β=150 is recommended for brain neurological images of GE Healthcare 
PET/CT scanner. 
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INTRODUCTION 

Positron emission tomography (PET) plays an 
important role in diagnosing physiological 
function, molecular changes and pathological 
abnormalities [1].  PET/CT systems are able to 
show anatomical features, such as the location of 
lesions using CT and its metabolic changes with 
PET, at the same time [2]. PET image quality 
affects not only quantitative values but also visual 
interpretation. The quality of an image varies 
under the influence of the scanner model, 
protocol and reconstruction parameters [3]. In 
recent years, progress in reconstruction methods 
has noticeably improved the quality of PET 
images  [4, 5]. One of the most widely used PET 
image reconstruction methods is the algorithm of 
Ordered Subset Expectation Maximization 
(OSEM).  In this iterative statistical algorithm, the 
change in numbers of iterations and subsets, 
post-filters and with or without the use of  PSF 
recovery, determines image quality [6]. OSEM 
however suffers from an inherent downside of 
being unable to attain full convergence due to 
elevated noise levels when increasing iteration 
times. OSEM algorithms are usually immaturely 
terminated after only a few iterations so as to 
avoid noise amplification, which may therefore 
lead to under-convergence and hence bias in 
quantifying the lesion.  
Recently, Q. Clear, a Bayesian penalized likelihood 
(BPL) algorithm has been employed in PET/CT 
scanners of GE Healthcare to improve the quality 
of clinical images. This algorithm incorporates 
modeling of the point spread function (PSF) and 
introduces an additional compensation term to 
the conventional OSEM (Ordered Subsets 
Expectation Maximization) formulation. The 
mathematical expression of the algorithm is as 
follows: 

X = arg max ∑ yi log [px]i − [px]i − βR(x)
nd
i=1   Eq.1 

In this equation, 𝑦𝑖 denotes the measured 
coincidence data acquired by the PET system,   
represents the image estimate, and 𝑝  is the 
system geometry matrix. The term R(x) serves as 
a regularization function to suppress noise. The 
only variable factor is the parameter β, modulates 
the relative weight of the regularization term in 
relation to the statistical contribution of the data. 
This approach facilitates the use of a higher 
number of iterations to achieve full convergence 
without substantially amplifying image noise [7].  
As a result, in Q.Clear the possibility of full 
convergence of the image is realized and a more 
accurate quantification will be obtained 

compared to OSEM reconstructed images. Of 
course, excessive beta increase can cause 
smoothing, especially in small lesions [8, 9].   
Wagatsuma et al. proposed optimal β values in 
BPL for brain PET using 3D Hoffman and 
cylindrical phantoms for Alzheimer's disease 
using two OSEM+TOF algorithms (under clinical 
conditions) and BPL+TOF(β=20-1000) 
reconstructions. They concluded that BPL 
performed better than OSEM in β ranges of 20-
450 for [18F]FDG and 20-600 for PiB (a C-11 tracer 
compound). Also, they performed a validation 
study using ten patients (five healthy patients and 
five Alzheimer's patients) for scoring. Their 
evaluators visually ranked β = 200 for [18F]FDG 
and 450 for [11C]PiB as being the most optimal 
among all images reconstructed with BPL. This 
study shows that contrast and noise both increase 
with decreasing β, demonstrating a need for 
balance between these two parameters, which 
the BPL algorithm (unlike OSEM), can establish 
this trade-off well [10]. 
In another study, Miwa et al. aimed to evaluate 
the detection of small lesions, with images taken 
using a NEMA phantom with OSEM+PSF, 
OSEM+TOF, OSEM+PSF+TOF, and BPL+PSF+TOF 
algorithms (with beta from 50 to 400) for 
reconstruction. The small hot spheres were 
evaluated quantitatively by recovery coefficient 
(RC) and detection index (DI) as well as visually. 
The result of this study determined that the BPL 
algorithm along with TOF can detect lesions 
smaller than 6 mm better than other types of 
reconstruction based on OSEM, and β = 200 was 
concluded as the optimal beta to detect hot 
lesions below one centimeter [9, 11].  
Also, in part of the study  by Reynés-Llompart et 
al., 5 clinical brain (neuro-oncological) images 
reconstructed with β=50-500, in steps of 50, were 
used to evaluate the optimal beta. Two experts 
were asked to evaluate the images in terms of the 
definition of the gyri and basal ganglia and the 
overall image quality. The results of this study 
showed that for brain images taken with the 
radiopharmaceutical [18F]FDG and a BGO scanner, 
the optimal beta value is 100 to 200 [12]. 
Although many studies have in recent years 
appeared in the literature claiming to improve the 
reconstruction conditions of oncology images, the 
optimization of protocols for brain PET images 
warrants more studies, due to the new protocols 
of recent PET/CT cameras [3]. Our aim in this 
research was to evaluate parameters affecting 
the quality of brain PET images such as changes in 
the number of iterations and subsets, β values 
and with or without the use of  PSF recovery, and 
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to determine the optimal values and 
reconstruction protocols to achieve optimally 
diagnostic parameters in the GE Healthcare 
PET/CT BGO-based scanners. Quantitatively, 
contrast, noise and resolution were evaluated. 
Additionally, noise, contrast and the overall 
quality of the image were visually and 
qualitatively also evaluated. 

METHODS 

Ethics approval and consent to participate 
This article does not contain any studies with 
human participants or animals performed by any 
of the authors and is only a retrospective study. 
The anonymized patient’s data were used in this 
study which approved by Research Ethics 
Committee of School of Medicine-IKHC, Tehran 
University of Medical Sciences (Approval code: 
IR.TUMS.IKHC.REC.1402.184). 

PET-CT system 
This study was conducted in the nuclear medicine 
department of Imam Khomeini Hospital, Tehran 
University of Medical Sciences, using a GE 
Discovery IQ PET-CT scanner (GE Healthcare, 
Waukesha, WI, United States). The PET scanner 
included bismuth germanate oxide (BGO) 
crystals, 5 PET detector rings and  each ring 
included 36 detector blocks, diameter of 74 cm, 
transaxial FOV of 70 cm, and axial FOV of 26 cm. 
Along with the PET, a 16-slice CT scanner with 70 
cm FOV reconstruction was used to correct for 
attenuation and scatter [13-15] . 
 
Reconstruction algorithm 
The obtained images were reconstructed using 
OSEM and BPL algorithms. In the OSEM algorithm, 
iterations (2-4-8-14-20), subsets (1-6-12) and 3.2 
mm Gaussian filtration were used along with PSF 
recovery. Iteration-Subset=12-12 was routinely 
used to reconstruct the brain images of patients 
at the Imam Khomeini Nuclear Medicine Center. 
We reconstructed the images in this iteration-
subset, once with a 6.4 mm Gaussian filter and 
once without PSF recovery. In the BPL algorithm, 
β=50-500 with 50 steps was used to reconstruct 
the images. Variations in the number of iterations 
and subsets in the Q.Clear, unlike the OSEM 
algorithm, are disabled in the GE Discovery IQ 
PET-CT scanner software. 

Phantom study 
We used a two-slice Hoffman phantom (Figure 
1a) to draw and compare line profiles in different 
reconstruction parameters, a Carlson phantom to 
calculate COVand modified RC, and two point 
sources to obtain and compare FWHMs.  

Hoffman's phantom with a volume of 290 ml, 
contained parts of the gray matter of the brain. In 
similar articles that used a 1200 mL 3D Hoffmann 
phantom, 0.54 mCi of [18F]FDG 
radiopharmaceutical were injected into the 
phantom [10]. Therefore, we used 0.166 mCi (net 
dose) of [18F]FDG for our phantom. 30 minutes 
later, we imaged the phantom for 10 minutes in 
a  single bed with the Brain protocol. Using ImageJ 
software, two line profiles were drawn on the 
reconstructed images of Hoffman's phantom. A 
long line profile on the gyrus on the right side of 
the brain and a short line profile, slightly larger 
than the width of a gyrus. We imported the 
obtained values into a spreadsheet to compare 
the profiles obtained from the long line profile 
and obtain the ratio of the maximum value to the 
minimum value in different reconstruction 
conditions from the values of the short line 
profile.  We filled a Carlson phantom((Figure 1b)  
made of acrylic, with an inner diameter of 20.32 
cm, an outer diameter of 21.59 cm, and a length 
of 30.48 cm [16]  with water and a net dose of 
2.175 mCi (80.47 MBq) of [18F]FDG. Carlson 
phantoms can be useful for evaluating properties 
such as tomographic uniformity, image contrast, 
noise and linearity. The volume of our phantom 
was 5700 ml. Therefore, the active concentration 
was calculated to be 11.3 kBq/cc (At the time of 
imaging(. This phantom includes a uniform part, 9 
pairs of hot sphere inserts with diameters of 4.7, 
5.9, 7.3, 9.2, 11.4, 14.3, 17.9, 22.4 and 38.5 mm 
[17]  and seven cold spheres with diameters of 5.9, 
7.3, 9.2 , 11.4, 14.3, 17.9 and 22.3 mm [16].  We 
imaged the phantom in 2 Beds with 4 min per bed 
duration. Quantitative parameters employed for 
evaluating our images were COV and modified RC. 
To calculate the noise, from the uniform part of 
the phantom, 5 slices were selected and 60 ROIs 
(12 ROIs in each slice) were drawn, each with a 
diameter of 30 mm. COV percentage was 
calculated using the following formula: 

𝐶𝑂𝑉 =
SD(𝑛𝑅𝑂𝐼)

𝑚𝑒𝑎𝑛(𝑛𝑅𝑂𝐼)
× 100   Eq.2 

where SD(nROI) and mean(nROI) are the standard 
deviation of the voxel values within the nROI, and 
mean nROI activity within the 60 ROIs 
respectively. 
In the Hot spheres section, ROIs were drawn to 
the diameter of the spheres (9 ROIs were drawn 
for one of the two pairs of spheres). Using the 
following formula, we calculated the value of 
modified RC: 
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modified 𝑅𝐶 =
𝑚𝑒𝑎𝑛 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛(𝐻𝑆)

𝑡𝑟𝑢𝑒 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛
           Eq.3 

where the mean activity concentration(HS) is the 
activity concentration in each hot sphere, and the 
true activity concentration is the real activity 
concentration (11.3 kBq/cc).  
We used two capillary tubes (Figure 1c) to obtain 
FWHM. We filled the tips of the tubes with a small 

drop of radioactivity and took images of the tubes 
in the center and at a distance of 20 cm from the 
center of the gantry. Vertical and horizontal line 
profiles were drawn on point sources and FWHM 
was obtained from the average FWHM of 
horizontal and vertical line for each point.  
 

 

 

Figure 1. A two-slice Hoffman phantom (a) Carlson phantom (b) and capillary tubes (c) 

 

Clinical study and visual analysis 
In this study, 9 clinical images of patients (4 
women and 5 men( who were referred for 
epilepsy or seizure imaging from Feb 2022 to Jan 
2023 were used retrospectively. The objective of 
this study was to optimize neurological brain PET 
imaging. Accordingly, PET scans from patients 
with epilepsy and seizure disorders were utilized 
to ensure that the analysis focused exclusively on 
non-tumoral brain images, thereby eliminating 
potential confounding effects of tumoral 
pathologies. The weight of the patients ranged 
between 19 and 114 kg and their height spanned 
between 1.07 and 1.81 meters. Patients received 
an average of 4.75(±1.31) MBq/kg of [18F]FDG. 
Approximately 45 minutes after intravenous 
injection, they were imaged for 30 minutes.  To 
calculate the contrast, according to previous 
studies, we needed a hot lesion or  spot and a 
homogeneous region with almost uniform 
absorption as background [18]. We selected the 

parts of the putamen and caudate as the hot spot, 
and the central region of the brain (left and right 
ventricles) as the background and drew the ROI. 
Then we obtained the contrast according to the 
following formula: 
 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =
𝑅𝑂𝐼(ℎ𝑜𝑡 𝑠𝑝𝑜𝑡)

𝑅𝑂𝐼(𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑)
   Eq.4 

 
The above formula was used to evaluate 
putamen-to-background and caudate-to-
background ratios. Also, to calculate the 
maximum to minimum ratio (as we did in the 
Hoffmann phantom), we drew a small line profile, 
slightly larger than the width of the caudate. Two 
nuclear medicine physicians were asked to review 
and score the images of nine patients blindly in 
terms of noise, contrast and overall image quality. 
Scoring was ranked according to a 5-point Likert 
scale (1 being the worst, 5 being excellent) for 
each set of reconstruction methods. 
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Statistical analysis 
Sample t-test was used to compare and evaluate 
the results of two OSEM and Q.Clear 
reconstructions, or two different βs, with a value 
of P<0.05, and the Kappa Statistic test was used 
to evaluate the agreement between the two 
evaluators.  In addition, by using the following 
formula, we obtained the relative difference of 
the results obtained from all types of 
reconstruction parameters together or with the 
value of iteration-subset=12-12, which was 
previously used to reconstruct the brain PET 
images of patients in the hospital [14]. 

∆𝑓𝑒𝑎𝑡𝑢𝑟𝑒(𝑎−𝑏)% =
𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑏−𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑎

𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑎
× 100   Eq.5 

Cost Function is used as an important tool in 
optimization problems and gives us the most 
optimal results [19]. Although all the parameters 
evaluated could be compared and evaluated 
individually, we used a cost function for the 
overall evaluation. Therefore, we used the cost 
function based on the following formula to 
calculate the optimal quantitative reconstruction 
parameter. Our nuclear medicine specialists 
deem resolution to be more important, 
contributing more to the interpretation of PET 

brain images. As a result, we gave FWHM a weight 
of 60% and for the rest of the parameters, we 
divided the weight of 40% equally. 

𝐶𝑜𝑠𝑡 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 =
%60

𝐹𝑊𝐻𝑀
+ %40[

1

𝐶𝑂𝑉
+

1

𝑆𝑂𝑅
+ 𝑅𝐶 +

𝑃𝑢𝑡𝑎𝑚𝑒𝑛

𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
+

𝐶𝑎𝑢𝑑𝑎𝑡𝑒

𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
+

𝑀𝑎𝑥

𝑀𝑖𝑛
(𝑝𝑎𝑡𝑖𝑒𝑛𝑡) +

𝑀𝑎𝑥

𝑀𝑖𝑛
(ℎ𝑜𝑓𝑓𝑚𝑎𝑛)]                                        Eq.6 

RESULTS 

The line profiles obtained from different 
reconstruction parameters of the Hoffmann 
phantom show that β=50 had the most changes 
in the edge (Figure 2a). This chart clearly 
demonstrates that as the β value increases, the 
edges appear smoother. Moreover, there is a 
noticeable difference in edge representation 
between β=50-200 and the two-line profiles 
associated with the OSEM algorithm. Also, the 
highest values of the Max/Min ratio in the values 
obtained from the small line profile correspond to 
β=50-200 and iteration-Subset=12-20 (Figures 2b 
and 2c). As seen in Figure 3a, as β increases and 
the number of iteration × subset decreases, the 
amount of COV incrementally decreases. β=50 
has more noise than It-S=12-12. 
 

 

 

Figure 2.  Comparison of the profiles of some reconstruction parameters obtained from Hoffman's phantom. The most changes are 
observed at beta=50 (a). The chart of the ratio of the maximum value to the minimum value in the Hoffmann phantom. The highest 
value of the Max/Min ratio in the numbers obtained from the small line profile corresponds to β=50-200 and iteration-Subset=12-
20 (b) Short line profile on one of the gyri of the Hoffmann phantom (c)  
*It=iteration, S=subset, **W=without PSF recovery, ***G=Gaussian 
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Table 1 shows the differences in COV of some 
reconstruction parameters compared to the COV 
in images reconstructed using It-S=12-12.   
As the size of hot spheres become larger, the RC 
value however increases. The highest value of 
modified RC belongs to β=50-200(0.68) (Figure 
3b). The reduction of RC from β=50 to β=500 is 
24.68% (p<0.0002) on average. See the RC 
difference of some reconstruction parameters 
with It-S=12-12 in Table 1. 
 
Table 1. Percentage difference in COV and RC for various 
reconstruction parameters  

Beta (β) 
%ΔCOV  

(vs. 12/12) 
%ΔRC  

(vs. 12/12) 

50 2.51% 18.99% 

100 -0.76% 14.07% 

150 -2.23% 9.06% 

200 -3.33% 6.58% 

Iteration-subset 

20-6 -1.23% -3.87% 

20-12 3.56% 10.38% 

Note: All comparisons are made with iteration-subset=12-12. 
%ΔCOV=(A-B), %ΔRC=((A-B)/B)×100 
Where A is the parameter of interest and B is the reference 
(12-12). 

 
Figure 3c shows the results of FWHM in all 
reconstruction conditions. FWHM was the lowest 
at all β values (β=50 to β=500: 3.36 to 3.41 mm). 
The value of FWHM from β=50 to β=500, in the 
central point source (D=0 cm), increased by 
1.67%. The average FWHMs of the BPL algorithm 
at D=0 cm is 17.37% lower than It-S=12-
12(4.1mm). It-S=12-12 without PSF recovery at 
D=0 cm has a 20.77% higher FWHM than It-S=12-
12. 
The average ratio of caudate to background, 
putamen to background, and maximum to 
minimum (corresponding to the line profile 
drawn on the caudate) in all patients can be seen 
in Figure 4. The highest value in all three ratios 
corresponds to β=50-150 and It-S=20-12. Figure 
5A shows the results obtained from the 
mentioned Cost Function to evaluate the optimal 
parameter of quantitative reconstruction. 
According to the obtained numbers, β=50-200 
and It-S=20-12 have higher values than It-S=12-
12. Among all the images, reconstructed images 

with β=50-200 and It-S=12-12, 20-12 were blindly 
presented to two nuclear medicine experts.  
The evaluators checked the images in terms of 
noise, contrast and overall image quality. The 
inter-observer correlations between readers for 
all three parameters evaluated using Cohen's 
kappa statistic can be summarized in Table  2. 
Visual scoring was also consistent with our 
quantitative analysis. Both evaluators agreed that 
β=50 and It-S=20-12 had the highest amount of 
noise, respectively. In 88.88% of cases, the first 
reader found the lowest amount of noise to be 
related to β=200, and the second reader was 
related to β=200 in 100% of cases. While 
considering the most preferred image in the 
reconstruction method we used, the best 
contrast was related to β=50 and β=100 for the 
first reader and β=100 for the second reader. The 
first reader found the lowest amount of contrast 
for β=200 and the second reader for β=50 and 
β=200. The highest score for the overall image 
quality for the first reader was β50 and β=150 in 
100% and 88.89% of cases, respectively, and for 
the second reader it was β=200 and β=150 in 
100% of cases. The lowest score for the overall 
image quality for the first reader was It-S=12-12, 
and for the second reader it was It-S=12-20. 

DISCUSSION 

This study was carried out for brain PET/CT 
neurological images with [18F]FDG, in a BGO-
based system, in order to obtain the most optimal 
reconstruction parameters while comparing 
OSEM and BPL algorithms quantitatively and 
qualitatively. Considering that the algorithm used 
to reconstruct PET brain images in our Hospital 
was It-S=12-12, most of our comparisons were 
made with this parameter.  
In the study of Wagatsuma et al. increasing beta 
and reducing the number of Iteration×Subset, 
reduces the COV [10].They reported that, unlike 
OSEM, the BPL algorithm provides a good balance 
between high contrast and low image noise. As 
previously explained in Eq1, beta is a factor that 
controls the balance between smoothing and 
edge suppression. This approach facilitates the 
use of a higher number of iterations to achieve 
full convergence [20].  
As a result, in Q.Clear a more accurate 
quantification will be obtained compared to 
OSEM reconstructed images. The phantom 
evaluation of the present study showed that in 
most βs, the COV was lower than It-S=12-12, 
except for β=50 (Table 1; Figure 3a). 
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Figure 3. Quantitative evaluation of reconstruction parameters: (a) Coefficient of Variation (COV), (b) Recovery Coefficient (RC) in 
hot spheres of different sizes, and (c) Full Width at Half Maximum (FWHM) at the center and 20 cm off-center. Increasing β and 
reducing iteration × subset generally reduced COV. As the size of hot spheres become larger, the RC value however increases. The 
highest value of modified RC belongs to β=50-150. FWHM was the lowest at all β values 
*It = iteration, S = subset, **W = without PSF recovery, ***G = Gaussian 
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Figure 4. The average ratio of caudate to background, putamen to background, and maximum to minimum in all patient. The highest 
value in all three ratios corresponds to β=50-150 and It-S=20-12.     
*It = iteration, S = subset, **W = without PSF recovery, ***G = Gaussian 
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Figure 5. Evaluation of reconstruction parameters using (A) cost function values and (B) clinical images from a patient. Higher cost 
function values were observed for β=50–200 and It–S=20–12.  
These six reconstruction conditions are shown in (B) in the following order: β = 50 (a), β = 100 (b), β = 150 (c), β = 200 (d), It–S = 12–
12 (e), and It–S = 20–12 (f). 
*It=iteration, S=subset, **W=without PSF recovery, ***G=Gaussian    
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Table 2. Clinical evaluation of inter-rater agreement and ratings of noise, contrast and overall IQ 

 
 
 

Parameters 

Highest ranked reconstruction (4 or 5) 
(% of cases) 

Lowest ranked reconstruction (1 or 2) 
(% of cases) 

Agreement k 

Scorer 1 Scorer 2 Scorer 1 Scorer 2 

Noise 
β =50, It-S=20-12 
(100%, 55.56%) 

β =50, It-S=20-12  
(100%, 44.44%) 

β =200 (88.88%) β =200 (100%) Moderate 0.511 

Contrast 
β =50, β100  
(100%, 100%) 

β =100 (100%) β =200 (44.44%) 
β =50, β=200  
(44.44%, 33.33%) 

Moderate 0.607 

Overall IQ 
β =50, β150  
(100%, 88.89%) 

β =200, β=150 
(100%, 100%) 

It-S=12-12 (11.11%) It-S=20-12 (22.22%) Moderate 0.508 
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This problem is stated in the study of Sadeghi et 
al. as that in low beta values, despite accurate 
quantification, image quality is compromised due 
to high noise values [21]. 
According to the Japanese Society of Nuclear 
Medicine (JSNM) criterion, which states that the 
acceptable noise level for images is below 15% 
[10], the COV value is within the acceptable range 
in all reconstruction conditions except when 20 
iterations and 12 subsets were used. It-S=20-12, 
has more number of iteration × subset, higher 
COV, higher modified average RC and better cost 
function than It-S=12-12. The COV level exceeds 
15% in It-S=20-12, similar to the condition in 
which PSF recovery is disabled. 
PSF recovery reconstruction modeling effectively 
places the response lines at their true geometric 
locations. This algorithm compensates for partial 
volume effects, reduces parallax artifacts, and 
restores resolution, resulting in more accurate 
image estimation [22]. As shown in Figure 3c, the 
FWHM value is lower when PSF recovery is 
enabled compared to when it is disabled. Prieto et 
al. showed that algorithms that use PSF recovery 
have approximately 2-5% less noise than other 
algorithms. Their study reported when PSF 
recovery is incorporated into the reconstruction 
process, image contrast increases significantly. 
Moreover, the contrast-to-noise ratio was found 
to be 40% higher for iterations greater than five 
when images were reconstructed with PSF 
recovery [5]. Therefore, disabling the PSF 
recovery not only increases the noise, but also 
reduces the resolution and contrast of the images. 
As β  increases, the FWHM of the point source also 
increases. However, our results indicate that BPL 
outperforms the OSEM algorithm in visualizing 
small active regions, since, as previously 
mentioned, it allows for an increased number of 
iterations to achieve full convergence and as 
shown in Figure 3c, the amount of FWHM in all 
values of BPL algorithm is lower than OSEM. The 
average modified RC, in all spheres, shows that 
β=50-250 have higher values than It-S=12-12.  
While increasing the Gaussian filter reduces the 
COV in the It-S=12-12, it concurrently causes an 
approximate 70% increase in the FWHM. The 
maximum-to-minimum ratio, as well as the 
putamen-to-background and caudate-to-
background ratios, decrease with increasing filter 
size. Thus, although increasing the Gaussian filter 
effectively reduces image noise, it also leads to a 
degradation in spatial resolution and contrast. In 
this regard, the study by Prieto et al. 
demonstrated that increasing the filter width 
leads to a decrease in contrast recovery, deviating 
from the true contrast values. They reported that 

when the filter width is less than 4 mm, the CNR 
values vary across different algorithms, whereas 
this difference disappears at greater filter widths  
[5]. 
Although all the parameters evaluated could be 
compared and evaluated individually, we used a 
cost function for the overall evaluation. By using a 
cost function, we obtained optimal quantitative 
values for reconstructing brain images. The 
comparison criterion was It-S=12-12. According to 
the results of the cost function, the images related 
to β=50-200, It-S=12-12, 20-12 were blindly 
presented to two nuclear medicine specialists to 
rank contrast and image quality from 1:worst to 
5:best, and similarly, in terms of noise Score 1: the 
most to 5: the least, as per a Likert scale. 
According to the evaluators, due to the 
observation of a ringing artifact in β=50 images, it 
was decided to exclude this reconstruction 
parameter from the visual evaluation (Figure 5B). 
As a result, while announcing the scores of this 
parameter, we evaluated another related 
parameters. The results of visual evaluations 
show that β=200 has the lowest noise and the 
lowest contrast. Although, visually, among the 6 
presented images, the specialists rated the 
contrast of the images reconstructed with It-S=12-
12 higher than those reconstructed with β=200, 
they agreed that β=200 achieved a better balance 
between noise level and contrast compared to It-
S=12-12. The first evaluator in 100% of cases and 
the second evaluator in 77.78% of cases believed 
that the overall quality of the image in β=200 
scores 4 or 5. Moreover, based on the quantitative 
results, the contrast values for all parameters, 
including the caudate-to-background ratio, 
putamen-to-background ratio, and the maximum-
to-minimum ratio in both the Hoffman phantom 
and patient images, were higher for β=200 
compared to It-S=12-12. Therefore, according to 
the quantitative and qualitative results of clinical 
images, and considering the artifacts observed in 
the images reconstructed with β=50, this study 
recommends β=150 and β=200 as the optimal 
values for brain PET image reconstruction. Our 
results are consistent with the results of the study 
by Reynés-Llompart et al., which similar to ours, 
was conducted using a BGO-based scanner, five 
brain images reconstructed with different beta 
values were evaluated and scored by two experts. 
Their visual assessment, focusing on the 
definition of the gyri and basal ganglia as well as 
overall image quality, indicated that β=100-200 
achieved the highest scores. However, our study 
has evaluated this aspect through both 
quantitative and qualitative analyses [12].  



Optimizing image reconstruction in [18F]FDG Brain PET 

Asami M. et al. 

 

114 

 

In the study by Wagatsuma et al., the optimal beta 
value for brain image reconstruction using 
[18F]FDG was β=100-300 based on quantitative 
assessments, and  β=200 was recommended 
based on visual evaluations [10].  
As a result of this optimization, an overall image 
quality improvement can be considered and 
implemented for BGO scanners using these values 
compared to the conventional OSEM 
reconstruction method; i.e. Q.Clear’s BSREM 
method can be harnessed to lower scan times or 
patient injected activity vis a vis patient comfort 
and reduced radiation exposure. 
Our study was not exempt from limitations, the 
first of which was our small sample size; due to 
the small number of images of patients and 
scorers, the optimal parameter may vary with the 
increase of either one. Therefore further studies 
(preferably multi-centric) are needed to ascertain 
the validation of the clinical value of BPL to OSEM 
brain PET. Also, due to the different appearance of 
Q.Clear images compared to OSEM and the 
existence of ringing artifacts in β=50 images, it 
was not possible to review the images completely 
blindly, and this may have caused reader bias. 
Although our readers were blinded to the type of 
reconstruction we presented them, it can be 
hypothesized that an experienced reader may be 
able to recognize the actual algorithm used based 
on the reconstructed images [23] and finally, we 
examined the optimal β value candidates of BGO 
PET scanners using only the standard [18F]FDG 
radioisotope. However amyloid tracers such as 
[18F]-florbetapir, [18F]-florbetaben, and [18F]-
flutemetamol are also commonplace. The β value 
for such tracers must therefore also be studied 
and optimized on BGO type systems since the 
injected doses, uptake, and acquisition times will 
vary accordingly [24]. Furthermore, the effective 
recovery performance of PSF algorithms may call 
for further in-depth examination.  
As Wagatsuma et al. remarked, although PSF 
algorithms recover spatial resolution and 
highlight hot lesions, some institutions do not 
apply it to reconstructed clinical images as the 
algorithm may induce edge artifacts. Prieto 
similarly contends that PSF algorithms should not 
be applied to radioisotopes with diffuse cortical 
uptake such as [18F]FDG to avoid overshooting the 
edge of the cortex. Also, although our readers 
were blinded to the type of reconstruction we 
presented them, it can be hypothesized that an 
experienced reader may be able to recognize the 
actual algorithm used based on the reconstructed 
images [17].  

CONCLUSION 

Phantom and neurological brain images taken 
with GE Healthcare PET/CT scanner were 
reconstructed using different algorithms and 
parameters. Quantitatively, the parameters of 
FWHM, COV, modified RC, putamen to 
background ratio, caudate to background ratio 
and maximum to minimum ratio of line profile in 
Hoffman phantom and clinical images were 
obtained. The parameters were put in a cost 
function and quantitatively, β=50-200 and It-
S=20-12 had better results. This study 
recommends β=200 and β=150 for reconstructing 
brain images according to the quantitative results 
and visual inspections. 
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