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ABSTRACT 
This paper intends to compare the abilities of the two major imaging modalities in nuclear 

medicine imaging: Positron Emission Tomography (PET) and Single Photon Emission Computed 

Tomography (SPECT). The motivations are many-fold:  

(i) To gain a better understanding of the strengths and limitations of the two imaging modalities 

in the context of recent and ongoing developments in hardware and software design; 

(ii) To emphasize that certain issues, historically and commonly thought as limitations, may now 

be instead viewed as challenges that can be addressed; 

(iii) To point out that existing PET and SPECT scanners in the field can (much) benefit from 

improvements in image-reconstruction software;  

(iii) To point-out (to engineers, physicists and software-developers) important areas of research 

in PET and SPECT imaging that will be instrumental to further improvements in the two modalities; 
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I. INTRODUCTION 
This paper intends to compare, in the context of 

recent and ongoing developments, the abilities of 

the two major imaging modalities in nuclear 

medicine imaging: Positron Emission 

Tomography (PET) and Single Photon Emission 

Computed Tomography (SPECT). Comparison 

of the two imaging modalities in terms of the 

biology needs to be presented elsewhere, and 

except for very brief comments, this review 

focuses on the physics of imaging (hardware and 

software). At first glance, it may be thought that 

the targeting abilities (and therefore biological 

aspects) of different compounds in PET vs. 

SPECT are the only issues to consider in order to 

select which to use in each context1. However, 

such an isolated approach, in which physical 

abilities of the two scanners are neglected, is 

bound to result in (costly) mistakes and 

problems.  

The importance of physical considerations can be 

better seen, for example, in the case of cardiac 

PET vs. SPECT. Coronary perfusion and 

myocardial viability are most commonly 

performed with SPECT scanners2. At the same 

time, some data suggest that PET may offer 

increased accuracy compared to SPECT (2), 

particularly for heavier patients, where breast, 

                                                        
1. Certainly, biological considerations are the ultimate 

deciding factors when comparing PET vs. SPECT. It is also 

worth noting that in the biological context, generalized 

comparisons are not appropriate; instead they need to be 

performed on a case-by-case basis. For instance, it is often 

said that natural occurrence of PET isotopes in biologically 

active molecules (as opposed to heavy isotopes used in 

SPECT) results in a less challenging task of synthesizing 

physiologically useful tracers in PET (1). On the other hand, 

in some applications, SPECT agents can provide more 

specific targeting abilities than PET agents. 

2. While SPECT has applications in neurology and oncology, 

majority of SPECT scans are in cardiology. SPECT is now a 

cornerstone with any patient with heart disease. 

chest wall, and diaphragmatic attenuation 

interfere with conventional SPECT. This is 

because attenuation correction is easily achieved 

in PET, whereas it is (often) not implemented 

accurately in SPECT.  However, latest trends in 

SPECT imaging attempt to accurately address 

attenuation correction (see Sec. V), and therefore 

the latest generation of SPECT cameras (or 

improved software for current SPECT cameras) 

should be able to produce increased accuracy. 

In this work, sections II, III and IV compare 

capabilities in PET and SPECT in terms of 

sensitivity, spatial resolution and temporal 

resolution, respectively. Various ongoing 

developments enhancing performance of PET 

and SPECT are discussed, both in terms of 

hardware (e.g. slant-hole and pinhole 

collimators) and software (e.g. finite resolution 

modeling, dynamic image reconstruction). 

Complications related to attenuation correction 

(especially in SPECT) and random-coincidences 

(in PET) are explained in sections V and VI. 

Finally, time-of-flight detection (unique to PET) 

and dual-isotope imaging (unique to SPECT) are 

emphasized in sections VII and VIII as 

additional areas of research and improvement. 

Other corrections (scatter, partial volume and 

motion corrections) necessary for obtaining 

quantitatively accurate images are discussed in 

Sec. IX. Concluding remarks are presented in 

Sec. X. 

 

II. SENSITIVITY 
The most important advantage of PET imaging 

over SPECT is that of exhibiting a much higher 

sensitivity (by ~2-3 orders of magnitude): i.e. the 

ability to detect and record a higher percentage 

of the emitted events, which has very important 

implications (described in Sec. II-B). This is 

because, in single photon imaging (planar 

gamma imaging and SPECT), collimators are 
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needed in order to reject photons that are not 

within a small angular range (or else angle of 

incidence will not be known). Collimators 

therefore exhibit limited geometric efficiencies 

(defined as the percentage of detected to emitted 

photon), of the order of 0.01%.  

 

A) SPECT Collimators 

In SPECT, a number of collimator-based 

approaches to increasing sensitivity are possible. 

One approach is to use shorter collimators in 

order to reject a smaller portion of incident 

events; however, this approach degrades the 

resolution of the scanner (sensitivity vs. 

resolution trade-off). On the other hand, novel 

types of collimators (as opposed to conventional 

parallel-hole collimators) have been able to 

improve sensitivity without adversely affecting 

resolution3. Important examples of these include 

(i) rotating slat collimators (3), (ii) converging-

hole (e.g. fan-beam and cone-beam) collimators 

(4), and (iii) rotating multi-segment slant-hole 

(RMSSH) collimators (5). The first method uses 

the idea of rotating parallel slats, with the 

intrinsic advantage of slats (instead of holes) 

having a much larger solid angle of acceptance. 

The second and third methods, instead, gain in 

sensitivity by means of scanning a smaller field-

of-view (FoV). 

Particularly interesting are RMSSH collimators 

(shown in Fig. 1) because in addition to 

improving the scanner sensitivity by a factor of 

~2 or ~4 (depending on whether 2 or 4 segments 

are used), they can achieve complete angle 

tomography, with as few as 180o/(2σ ) camera 

positions where σ  is the slant angle (e.g. only 3 

                                                        
3. It must be noted that the task of tomography is performed 

differently for each collimators design, and therefore 

specifically designed reconstruction algorithms need to be 

implemented. 

camera positions when 030=σ  which 

corresponds to a single camera stop for a triple-

head scanner  assuming sufficient collimator 

rotation-sampling is performed at the camera 

positions (see (5,6)). Furthermore, the amount of 

camera rotation needed is 180o-2σ  (i.e. less 

than 180o) making it very convenient for SPECT 

mammography since the camera can be placed 

closer to the breast (making it suitable for 

detecting small, low-contrast breast legions). 

This is also shown in Fig. 1. 

 

 

 

 

 

 

 

 

 

Figure 1: (left) A 2-segment slant-hole 

collimator. Parallel holes within each segment 

are slanted towards a common-volume-of-view 

(CVOV) where the organ to be imaged is 

placed. The slant-angle  σ  is shown. (right) 

Three camera stops, equally spaced around the 

organ (for =σ 30o, only 120o needs to be 

covered), while the collimator rotates at each 

camera stop. 

 

B) Coincidence Detection in PET 

Due to the nature of positron annihilation in 

which two opposite gamma rays are emitted 

from the same event, physical collimators can be 

entirely removed in PET, with the collimation 

instead performed electronically using the 

coincidence-detection method (see Fig. 2). This 

implies a much larger angle of acceptance at 

each detector position, resulting in the order of 

~1% of emitted events being detected in PET. 
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Figure 2: In PET imaging systems, 

coincidence detection is used, in which two 

events arriving within a certain coincidence 

time window are used to trace the path along 

which the annihilation occurred. 

 

There are a number of important implications to 

this significant gain in sensitivity for PET:  

(1) Improved image quality: primarily due to the 

random (Poisson) nature of radioactive 

emissions, noise is an inherent component of 

nuclear medicine imaging. For multiple 

measurements, the percentage noise (ratio of 

standard-deviation σ to average µ of total-counts 

detected in a certain time interval) along a 

projection is given by:  

 

% noise = 
µµ

σ 1=   (1) 

 
because µσ =  in Poison statistics. 

Improvements in sensitivity (i.e. increasing µ 

therefore improve signal-to-noise ratios (SNRs) 

in the data, which also corresponds to 

improvements in image SNRs (see (7,8,9) for 

details of methods relating data SNRs to image 

SNRs).  

(2) Possibility of performing shorter scans: an 

increase in sensitivity implies the ability to 

acquire shorter scans with similar SNRs.  

 

(3) Multiple field-of-view (FoV) scanning: the 

ability to perform shorter scans also implies the 

feasibility of performing multiple scans of a 

patient at different fields-of-views in a 

reasonable time. This is a very important 

consideration in diagnostic oncology.  

(4) Improved temporal resolution: as will be 

elaborated in Sec. IV, higher sensitivity of PET 

scanners implies an increased ability to acquire 

shorter (and therefore higher number of) frames 

in dynamic studies, resulting in an improved 

ability to study image dynamics.  

It must be noted that the technique of 

coincidence-detection used in PET, while highly 

improving sensitivity, introduces two issues 

which have been subjects of further 

investigation: 

(1) Photon non-collinearity effect (see Sec. III-

C). 

(2) Detection of random coincidences (see Sec. 

VI);  

 

C) Effect of Short Half-Lives in PET 

In the present context, an additional observation 

is that the short half-lives of radionuclides used 

in PET effectively allow for increased detection 

sensitivity over a given period of time. This is 

because compared to SPECT imaging, 

radiotracers with shorter half-lives can be 

injected in higher activities to the patient without 

posing any additional radiation damage to the 

patient (because overall accumulation over time 

remains the same) thus generating increased 

detectable radiation over a  smaller time. 

An example of this, with much recent interest, is 

rubidium(Rb)-based PET. Because rubidium has 

a very short physical half-life of only 76 seconds, 

it can be injected in very high (yet safe) amounts 

(e.g. 50mCi) allowing for acceptable images in 

very short times. Compared to routine SPECT 

myocardial stress imaging, which can take place 
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over three to four hours4, a complete 

pharmacological stress-and-rest test may instead 

be performed in well under an hour in Rb-based 

cardiac PET (considerably increasing patient 

comfort as well as number of daily patient 

scans). In addition, the almost-instantaneous 

ability of rubidium to image a patient has 

provided a very high accuracy in identification of 

ischemia (10).  

 

III. SPATIAL RESOLUTION 
Spatial resolution in PET and SPECT is related 

to a number of different factors. A general 

observation is that improvements in SPECT 

resolution are effectively only limited by 

technology (e.g. collimator design), whereas in 

PET imaging, two physics-related limitations, 

namely positron range and photon non-

collinearity, ultimately limit system resolution (it 

must however be noted that, as discussed later, 

these effects can be modeled in the 

reconstruction task, as opposed to simply being 

treated as resolution-limiting, therefore further 

improving reconstructed resolutions). We discuss 

related issues next. 

 

A) Pinhole SPECT 

Pinhole SPECT is an exciting example of 

technological advance which has introduced the 

possibility of considerably enhancing image 

resolution in SPECT (to sub-millimeter scale), 

particularly in the context of small animal 

imaging (e.g. see (11) with additional 

references). However, it must be noted that use 

of a small pinhole further decreases system 

sensitivity. Subsequently, multi-pinhole 

collimators have been proposed and 

implemented (12), an example of which mounted 

                                                        
4. This time can be potentially halved using simultaneous 

dual-isotope imaging as elaborated in Sec. VIII. 

on a standard clinical SPECT camera is shown in 

Fig. 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Example of a multi-pinhole 

collimator mounted on a clinical gamma 

camera. 

 

A complicating factor with the high-resolution 

pinhole approach is the task of calibrating the 

SPECT devices (especially in the presence of 

camera rotations). An innovative solution to this 

consideration, which at the same time noticeably 

increases system sensitivity, is the design of 

stationary dedicated pinhole SPECT systems 

making use of a large number of compact 

detectors with multiple pinhole geometries. An 

example of such design is the U-SPECT-III 

system (13) containing 135 pinholes, as shown in 

Fig. 4. Therefore, stationary multi-pinhole 

SPECT imaging using dedicated detectors 

provides a combination (and not trade-off) of 

high-resolution and high-sensitivity, and 

furthermore, considerably enhances possibilities 

of dynamic imaging. However, one may add that 

these systems would still likely require axial 

translation schemes since they cover a very 

limited field-of-view (FoV).  
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Figure 4: The design of U-SPECT-III 

contains a total of 135 gold pinhole apertures: 

15 pinholes in each ring (top) with a total of 9 

rings (bottom). Not shown here is that pinhole 

positions in adjacent rings are rotated 

transaxially with respect to each other by 8o in 

order to increase the variety of angles at which 

each voxel is observed. 

 

B) Finite Resolution Effects in SPECT 

In SPECT, the image generated from a point-

source is degraded by a number of factors related 

to collimators and detectors in gamma cameras, 

thus referred to as the collimator-detector 

response (CDR). Therefore, for any particular 

SPECT scanner, the CDR can be a measure of 

the image resolution; however, this is only if no 

further compensation is included. In recent years, 

a great deal of work has gone into developing 

methods to compensate for the CDR. 

The CDR is determined by the following four 

factors:  

(1) Intrinsic Response: Aside from the effect of 

collimators, the detector system itself 

demonstrates an intrinsic uncertainty in position 

estimation of incident gamma rays. This is 

caused by two factors: (a) the statistical signal 

variation (noise) in signal output of PMTs used 

for position estimation, and (b) change/spread in 

signal energy deposition in the detector due to 

scattering (especially for higher energy isotopes 

e.g. In-111). 

(2) Geometric Response: Collimators dimensions 

define the acceptance angle within which 

incident photons are accepted. Subsequently, the 

geometric response function becomes wider with 

increasing distance from the collimator surface, 

and strongly depends on the particular design of 

each collimator. 

(3) Septal Penetration: The CDR is further 

degraded due to the penetration of some photons 

through the collimator septa. No analytic 

treatment of this effect appears to exist in the 

literature, and Monte Carlo (MC) simulation 

techniques have instead been used (e.g. (14)).  

(4) Septal Scatter: This effect is caused by 

photons that scatter in the collimator septa and 

still remain within the detection energy window. 

Similar to septal penetration, this effect may also 

be computed using MC simulation techniques. 

Analytic methods taking into account the 

distance-dependence of the CDR function 

(CDRF) have been proposed in the literature (see 

(15) for a review of both related analytic and 

statistical methods). However, compared to 

statistical methods, such analytic methods suffer 

from (i) a general lack of ability to treat 

statistical noise in the data, and (ii) making 

specific approximations, for instance with 

regards to the shape and/or distance-dependence 

of the CDRF, in order to arrive at analytic 

solutions. 

With the increasing realization of the power of 
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statistical methods in nuclear medicine, and 

particularly with the development of convenient 

and fast rotation-based projectors in SPECT 

(16,17), as shown in figure 5, iterative 

reconstruction methods incorporating distant-

dependent CDRFs are increasing in popularity5.  

 

 

 

 

 

 

 

 

 

Figure 5: Rotation-based projector methods 

incorporating distant-dependent CDRFs make 

use of the fact that, for parallel-beam 

deometries, the CDRF is spatially invariant in 

rows (planes) parallel to the collimator face. 

Thus, each row (plane) may be convolved with 

the appropriate distance-dependent CDRF.  

 

Incorporation of CDR modeling in 

reconstruction algorithms (especially statistical 

methods) has been shown to result in 

improvements in resolution (18), noise (20), and 

more importantly in task-based measures of 

image-quality: e.g. improved uniformity in the 

myocardial wall as well as improved estimates of 

wall thickness (21), improved observer 

myocardial defect detection in both simulated 

(22,23) and clinical (24) data, as well as 

improved performance for tumor detection and 

localization (25). 

 

C) Finite Resolution Effects in PET 

In PET imaging, three factors contribute to 

                                                        
5. Use of Gaussian diffusion methods (18,19) can further 

increase the speed of rotation-based projectors. 

degradation of resolution in the reconstructed 

images: detector-related effects, photon non-

collinearity and positron range. Detector-related 

effects (which in PET are due to (i) the width of 

crystal scintillators, (ii) inter-crystal scattering, 

and (iii) Inter-crystal penetration) are continually 

improving with advances in technology, and 

similar to CDR compensation in SPECT, may be 

modeled in the reconstruction task (e.g. see (26)) 

to further improve reconstructed resolutions. In 

what follows, we elaborate the remaining two 

inherent resolution-degrading factors in PET: 

Photon non-collinearity: Since the net 

momentum for an emitted positron, and the 

electron with which it annihilates, can be non-

zero, this results in deviations from 180o 

between the trajectories of the two emitted 

photons (due to conservation of momentum) as 

shown in Fig. 6. This deviation is around 0.25o 

FWHM, and the corresponding resolution 

blurring depends on detector separation D, and is 

approximately given by 

 

2180
25.0 DFWHM 






 ×≈ π

 (2) 
 

That is: 

 
DFWHM ×≈ 0022.0  (3) 

 

Therefore one expects ~1.1 mm FWHM blurring 

for a typical whole-body scanners (D~0.5 m), 

whereas this blurring may be much reduced for 

animal scanners (e.g. only 0.17 mm for D~8 cm). 
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Figure 6: Depiction of photon non-

collinearity and positron range effects in the 

positron annihilation process. 

 

Positron range: Emitted positrons are required to 

travel a certain distance, on the average, in the 

surrounding medium before they can reach 

thermal energies in order to be annihilated: this 

distance is referred to as the positron range 

(shown in Fig. 6). Different positron-emitting 

isotopes exhibit distinct energy distributions, and 

therefore also exhibit different positron range 

values. See (27) for an extensive analysis of 

positron range distributions.  

Traditionally, positron range has been viewed as 

purely resolution-limiting. However, there are 

two additional approaches (one hardware-based 

and the other software based) that can be used to 

reduce this effect:   

(1) Application of a magnetic field: Simulations 

(28,29) as well as experiments (29) have verified 

the possibility of improving PET scanner 

resolution by application of a magnetic field, 

which is known to reduce the positron range. 

This is a possible advantage of PET systems 

compatible with MRI/NMR systems6. It must be 

                                                        
6. However, there are other more important motivations for 

implementation of such combined/simultaneous systems (the 

interested reader is referred to  (30,31) for more details): they 

include providing the abilities (i) to avoid inaccuracies of 

registration between functional and anatomic images (e.g. 

avoiding problems of subject movement and any deformation 

noted that this effect is most significant: (i) at 

field strengths of ~5 Tesla or more; (ii) for high-

energy positrons-emitting radionuclides e.g. Ga-

68 and Rb-82. 

However, when employing lower-energy 

positron-emitting radionuclides such as F-18 or 

C-11, simulations/experiments with typical 

human PET scanners (resolutions of ~3 mm or 

more) have indicated (28,29) that improvements 

in resolution will not to be significant. For such 

radionuclides, this effect may only become 

noticeable for small animal scanners (and 

remains to be demonstrated): this is because, in 

addition to having smaller detectors, effect of 

photon non-collinearity is also small in animal 

PET scanners (see Eq. 3), and therefore 

reductions in positron range will more readily 

affect overall scanner resolution. 

(2) Modeling into the reconstruction task: 

Positron range (and photon non-collinearity) are 

conventionally not discussed as physical 

phenomenon that can be corrected for, rather 

they are often seen as limitations of PET 

imaging. However, with the arrival of statistical 

reconstruction algorithms (32,33) (and the 

concept of the system matrix), even though it is 

not possible to determine these effects for each 

particular detected event, it is possible to 

calculate and incorporate their probability 

distributions into the system matrix (e.g. see 

(34)). Such advanced modeling in turn can result 

in improvements in image resolution. It has also 

been suggested (35) that this can improve the 

noise properties, as also shown (20) in the case 

                                                                             
of organs in-between scans); (ii) to perform functional MRI 

(fMRI) and PET in exactly the same environment (e.g. for 

cross-validation), and (iii) similarly to provide temporal 

correlation for PET and NMR spectroscopy as a potentially 

very powerful technique. Furthermore, patient motion may be 

potentially monitored using MRI, and subsequently 

incorporated into PET image reconstruction.  
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of incorporating collimator-detector response 

modeling in SPECT (see Sec. III-B). 

From the above observations, it is evident that 

improvements in the PET technology as well as 

reconstruction algorithms will continue to yield 

further improvements in high-resolution PET 

imaging. There has been notable activity in this 

field, in the particular context of small animal 

PET imaging (see (75) for an elaborate review, 

including additional considerations), resulting in 

reconstructed volumetric resolutions reaching 

~1microL (e.g. microPET II scanner (76)). As a 

last note, a very promising ongoing technological 

development is the use of avalanche photodiodes 

(APDs) whose compactness compared to bulky 

photomultiplier tubes (PMTs) offers new 

opportunities in high resolution imaging (in 

addition to their high quantum efficiency, 

internal gain and insensitivity to magnetic fields, 

as well as the potential of these silicon-based 

detectors to be ultimately made very cheaply in 

high volumes,); e.g. see (77,78). 

 

IV. TEMPORAL RESOLUTION 
The ability to perform dynamic imaging in 

nuclear medicine is becoming increasingly 

important. This is because in many cases, it is the 

change in the bio-distribution of 

radiopharmaceuticals within the body that offers 

the most information about the underlying 

physiological processes. This in turn brings in 

the concept of temporal resolution: how 

frequently (over a period of time) an imaging 

instrument is able to capture ‘acceptable’7 

images of an object in the FoV.  

                                                        
7. Compared to spatial resolution, it is more difficult to 

precisely quantify temporal resolution. This depends on 

specifying what may or may not be considered as an 

‘acceptable’ image of sufficient quality. The criteria of 

sufficient image quality are specific to the particular imaging 

task.  

It must be noted that the temporal resolution has 

a dependence on the reconstruction algorithm 

being used. For instance, as noted in Sec. III, the 

use of advanced statistical reconstruction 

algorithms, e.g. modeling positron range (in 

PET) or collimator-detector response (in 

SPECT), can improve image qualities (e.g. both 

resolution and signal-to-noise ratios), thus 

improving the temporal resolution. As noted in 

Sec. II-B, the temporal resolution is also very 

closely related to the sensitivity of the scanner. 

In this sense, PET imaging has an intrinsic 

advantage over SPECT for dynamic studies.  

 

A) Dynamic SPECT 

In SPECT (without having an assumptions about 

image dynamics), it is necessary to perform 

complete angle tomography via camera rotations 

for each dynamic frame, which limits how fast 

each frame may be acquired (an exception to this 

is stationary multi-pinhole SPECT used in 

animal imaging, as discussed in Sec. III-A, 

which does not involve camera rotations, though 

it involves a limited FoV). Even when using very 

fast rotation acquisitions (down to even 5 sec per 

rotation with a three-head camera), the 

acquisitions at each position will provide very 

low statistics.  

An alternative approach in SPECT is to perform 

slow camera rotations (e.g. a single rotation for 

the entire study) while making assumptions 

about image dynamics. For instance, in fatty acid 

myocardial viability studies, it has been assumed 

that the activity
)(tjλ

of the jth position (voxel) 

of the heart at time t may be modeled as:   
 

j
tb

j
ta

jj CeBeAt jj ++= −−)(λ
        (4) 

 
where the abovementioned approach would 

involve estimating the five kinetic parameters  

Aj, Bj, Cj, aj and bj,  directly from the measured 
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data (36) (also consult (37) for a list of 

references using this type of approach).  

In (38,39) the authors have instead approached 

this problem by making no strict assumptions 

about the functional behaviour of the tracer over 

time (i.e. unlike Eq. 4) and instead have made the 

minimal assumption that the activity at each 

voxel j does not increase with time8. While such 

methods provide less restriction, the problem 

with not making implicit kinetic model 

assumptions can be shown in an example: for a 

typical image slice of size 64x64 reconstructed 

into 16 dynamic frames from data acquired over 

64 projections (each with 64 bins), this last 

approach requires using 642 measurements to 

estimate 16x642 unknowns (i.e. activity of each 

voxel at each frame), which is highly 

underestimated. On the other hand, using the 

direct parameter estimation model above (e.g. 

Eq. 4 which contains 5 parameters to be 

estimated for each voxel), 5x642 unknowns need 

to be estimated.  

An alternative, more natural approach (37) to 

dynamic SPECT involves the use of 4D 

maximum a posteriori (MAP) reconstruction 

algorithms in which the behaviour of each voxel 

in time is encouraged to conform to a 

compartmental model9. The interested reader 

may refer to Ref. (41, p. 9) for an explanation of 

4D-MAP image reconstructions10. 

 

                                                        
8. In Ref. (40), a more flexible scenario is considered in 

which organ uptake (i.e. increasing activity) is allowed at the 

beginning.  

9. In the mentioned work, the kinetic parameters are updated 

after every iteration of the reconstruction algorithm. 

10. It must be noted, however, that Ref. (41) discusses the 

different context of 4D reconstruction of cardiac/respiratory-

gated data. In such a context, 4D-MAP approaches are used 

to encourage the behaviour of each voxel to conform to the 

measured or modeled cardiac/respiratory motion. 

B) Dynamic PET  

Dynamic PET imaging does not encounter the 

mentioned complications with dynamic SPECT. 

A general approach to dynamic PET imaging 

consists of independently reconstructing 

tomographic data obtained within each dynamic 

frame (e.g. (42)). Nevertheless, recent work has 

indicated that the availability of list-mode 

acquisition capability in modern PET scanners in 

which the time-of-detection for each event is also 

stored (43) can be used to further improve 

temporal resolution. This is because conventional 

dynamic PET reconstruction methods assume the 

activity to be constant within each frame. 

Instead, new approaches (44,45) make use of 

temporal basis functions to allow the activity in 

each voxel to be represented continuously over 

time. Next, the coefficients of the basis functions 

are estimated making collective use of the entire 

dataset and the individual times-of-arrival for 

each event (this is an example of 4D-PET 

reconstruction).  

Another interesting application of PET is in 

dynamic-cardiac imaging. As an example, 13N-

labeled ammonia (13NH3) can be used for the 

measurement of myocardial blood flow which 

makes it possible to measure blood flow at the 

level of micro-circulation. At the same time, 

measurement of myocardial wall motion can be 

used to assess the global function of the heart 

through the ejection fraction. These tasks can be 

performed by introduction of dynamic frames 

each of which are cardiac-gated (which has the 

additional advantage of reducing cardiac motion 

artifacts). It is worth noting that in this context, 

temporal resolution may be further improved by 

truly 5D (3D+dynamic-1D+gated-1D) 

reconstruction algorithms which make use of the 

list-mode data and continuous temporal 

representation of activities in the voxels, across 

the frames and the gates (46).  



D
ow

nl
oa

de
d 

fr
om

 h
ttp

://
jo

ur
na

ls
.tu

m
s.

ac
.ir

/ 
on

 M
on

da
y,

 A
ug

us
t 1

3,
 2

01
2

11        Iran J Nucl Med 2006; Vol 14 , No 25 Arman Rahmim 

V. ATTENUATION CORRECTION 
Photon attenuation refers to the property of 

emitted radiation to interact with tissue and other 

materials as it passes through the body. For 

photon energies encountered in nuclear medicine 

(68 to 80 keV for 201T1 to 511 keV for positron 

emitters), photons can undergo photoelectric 

interactions (though not significant at 511 keV) 

as well as scattering. Mathematically, the 

surviving probability of radiation (i.e. not being 

attenuated) along a path L through an attenuating 

object can be expressed as:   
 









−= ∫ xdxP

L
L

rr)(exp µ
 (5) 

 
where the parameter µ  is referred to as the linear 

attenuation coefficient, which is an energy-

dependent measure of photon attenuation.  

The critical observation is that in PET, the path 

length L represent the line-of-response (LOR) 

along which the dually-emitted photons travel, 

and therefore is independent of the point of 

origin along the LOR, whereas in SPECT, due to 

its single photon nature, it changes depending on 

the point of emission. The task of attenuation 

correction in PET is therefore more 

straightforward. A number of approaches have 

been proposed (as reviewed in (47)) most 

common of which include incorporation of the 

measured attenuation factors for each LOR as (i) 

pre-correction factors in the measured data or as 

(ii) multiplicative factors inside the system 

matrix of the image reconstruction task.  

What we wish to emphasize in this section is that 

attenuation correction in SPECT is not a 

limitation, rather it is simply more challenging to 

address; in the past, due to weak 

hardware/software implementations (as well as a 

desire to minimize time and expense costs), 

attenuation correction has not been widely 

performed in SPECT. However, the importance 

of attenuation correction in SPECT is becoming 

increasingly realized11 (e.g. (48,49,50)). As such, 

it has become widely accepted that artifact-free, 

quantitatively accurate SPECT imaging may 

only be performed including attenuation 

correction. Introduction of SPECT/CT scanners 

has served as a convenient and fast solution to 

measurement of the transmission data using x-

rays (51). However, effects such as respiratory-

induced misregistration of the emission and 

transmission data (52) as well as ‘beam-

hardening’  artifacts caused by the polychromatic 

nature of CT x-rays (53,54) need to be carefully 

considered. 

In the past, for applications employing 

attenuation correction in SPECT, the 

“multiplicative Chang technique” (55) (as well as 

its iterative versions) had been mostly used; 

however, these techniques are based on the 

assumption of uniformly attenuating medium. On 

the other hand, statistical reconstruction 

algorithms have a special ability to model (and 

compensate) for the presence of uniform or non-

uniform attenuation in the detection process (e.g. 

the attenuated projector-backprojector pair as 

described by Gullberg et al. (56)). With the 

increasingly realization of the importance (20) 

and convenience (16,17) of compensation for 

both the CDR function as well as non-uniform 

attenuation (particularly using convenient 

rotation-based projectors as elaborated in Sec. 

III-B), attenuation compensation statistical 

                                                        
11. Since the thickness of tissue varies for different regions 

of the patient’s anatomy, errors introduced by lack of 

attenuation correction will also vary regionally (e.g. a lesion 

located deep within the body will produce a more highly 

attenuated signal compared to a superficial lesion; also, for 

instance, in myocardial perfusion imaging, soft-tissue 

attenuation due to the diaphragm or breast tissue can cause 

false-positive defects). 
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methods are finally moving towards wide 

acceptance by the SPECT community. 

 

VI. RANDOM COINCIDENCES IN 
PET 

The technique of coincidence-detection used in 

PET has a complication (not present in SPECT) 

in that two gamma rays that are 

detected/accepted within the same coincidence 

timing window, may not have originated from 

the same event. An example of this is shown in 

Fig. 7 in which an incorrect LOR is assigned to 

two simultaneous gamma rays whose pairs exit 

the scanner undetected12. Mathematically, the 

rate of random coincidences along such an LOR 

connecting two detectors i and j is given by 
 

jiSSR τ2=
 (6) 

 
where τ  is the coincidence timing window, and 

Si and Sj  refer to the singles rates at the two 

detectors.  

 

 

 

 

 

 

 

 

 

 

 

Figure 7: A scenario for the detection of 

random coincidences in PET. 

 

                                                        
12. Alternatively, the other pairs could also have been not 

detected due to being scattered out of the field-of-view (i.e. 

attenuated) or simply passed through the scanner undetected 

(detectors are not 100% efficient). 

Correction for random coincidences (randoms) is 

the subject of ongoing research in PET imaging. 

In (42) Rahmim et al. have included an elaborate 

review of relevant techniques (particularly in the 

context of statistical image reconstruction). The 

conventional approach has been to subtract a 

(noisy, Poisson-distributed) estimate of the 

randoms (obtained using the delayed-coincidence 

technique) from the measured coincidences. 

There is, however, two issues with this approach:   

(1) Even though this approach corrects for 

randoms on the average, it increases the noise in 

the data. 

(2) Data corrected in this way are no longer 

Poisson-distributed13, while most existing 

statistical image reconstruction algorithms 

assume Poisson distribution of the data. 

Alternatively, to avoid the above two issues, it is 

possible to follow an approach in which an 

averaged (i.e. non-noisy) estimate of the random 

rates along each LOR are included in the image 

reconstruction task (see (42) for more details). 

The random rates estimates, required in this 

approach, can be calculated using: (i) singles 

measurements at the detectors (57) to calculate 

the expected randoms contribution according to 

Eq. 6, or ii) variance reduction (smoothing) of 

the measured noisy (delayed-coincidence) 

estimates of randoms (58,59,60).  

Defining T and R as the number of true and 

random coincidences detected in a scan, and 

using Poisson-statistics arguments (while 

neglecting scattered events), it can be shown that 

the SNR in the data is given by  

 

RT
TSNR

2+
=

 (7) 
 

                                                        
13. A subtraction of Poisson variables results in a variable 

that is no longer Poisson-distributed (unlike addition).  
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when using a delayed-coincidence subtraction 

technique, while it improves (increases) to 

 

RT
TSNR
+

=
 (8) 

 
when using the alternative approaches discussed 

above. Considering equation 8, we note that 

while in PET random rates are of the same 

approximate order as the trues rates (R~T), in 

SPECT random-coincidences do not exist (R=0); 

however since T(PET)>>T(SPECT), it follows 

that SNRs are still considerably greater in PET 

compared to SPECT imaging. 

It must further be noted that the discovery of fast 

(and at the same time high-output) scintillators 

such as LSO have allowed the coincidence 

timing window τ to be noticeably reduced (2-4 

ns) compared to typical values (~10-12 ns) 

achieved with conventional BGO scanners (61). 

Considering Eq. 6, this improvement can be seen 

to reduce the random rates, and thus to further 

improve count-rate performance of PET scanners 

(as a side note: LSO in fact has the potential of 

exhibiting a timing FWHM resolution of <0.5 ns, 

which is a very important consideration in time-

of-flight PET; see Sec. VII). 

Therefore, as a final note in this section, 

consideration of fast scintillators in PET, as well 

as careful estimations of random coincidences 

and their inclusion in appropriate (42) image 

reconstruction algorithms can result in successful 

removal of bias in the images while also 

minimizing degradation/noise-amplification in 

the PET data.  

 

VII. TIME-OF-FLIGHT 
DETECTION IN PET 

An additional improvement in the quality of PET 

images may be made making use of the dual 

nature of emitted gamma rays. Time-of-flight 

(ToF) PET is based on the observation that by 

measuring the difference of the arrival times of 

the 511 keV photons, a PET camera could 

restrict the position of the positron emission to a 

subsection of the line segment joining the 

detector pair. This is shown in figure 8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: With conventional reconstruction 

(top) voxels along the LOR are incremented 

regardless of position along the LOR. With 

TOF reconstruction (bottom), each voxel is 

incremented by the probability (as measured by 

the TOF measurement) that the source 

originated at that voxel. 

 

It had been known since the early 1980s that 

PET scanners capable of encoding time-of-flight 

(TOF) information would potentially reduce the 

statistical noise variance in PET reconstruction 

(62,63). However, technological difficulties 

(slow electronics and the need for fast and at the 

same time effectively-absorbing scintillators), 

had limited development of ToF PET until 

recently. With the continuous improvements in 

the technology of PET imaging (e.g. faster 

electronics), and especially since the discovery 

of the scintillator LSO, time-of-flight PET is now 

being actively reconsidered (64,61).  
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ToF PET, especially in whole body scanning, is 

expected to considerably improve image noise 

behavior compared to conventional schemes in 

which ToF information is not incorporated. The 

reduction factor f in the noise variance for a ToF 

system capable of a timing resolution of ∆t is 

given by (61):   
 

tc
Df
∆

≈
2

  (9) 
 
where D is the size of the emission source, and c 

is the speed of light (Ref (65) should be 

consulted for a more detailed consideration of 

the effects of random coincidences and scattered 

events). In fact, optimum ∆t values down to 

~300ps and ~200ps have been measured for LSO 

and LaBr3 both of which are very promising ToF 

scintillators. For a realistic ∆t of ~500ps 

(expected for next-generation LSO-based 

scanners), the noise variance improvements will 

correspond to factors of ~4.7 in whole-body 

(D~35 cm) and ~2.7 in brain (D~20 cm) 

imaging.  

 

VIII. DUAL ISOTOPE SPECT 
IMAGING 

Simultaneous dual isotope imaging using SPECT 

is an area of increasing interest. The dual-isotope 

approach can not be performed in PET imaging 

due to all its radiotracers being of the same 

energy level (511keV), whereas multiple energy 

windows can be used in SPECT for simultaneous 

imaging of radiotracers of different energies.  

Examples of this include: (i) 99mTc(140keV) 

sestamibi stress and 201Tl(75keV/167keV) rest 

myocardial perfusion imaging, and (ii) 

simultaneous use of a 99mTc(140keV) labeled 

perfusion agent and an 123I(159keV) labeled 

neurotransmitter agent (with potential 

applications in diagnosis of neurodegenerative 

diseases, e.g. Parkinson’s, Huntington’s and 

Alzheimer’s diseases). 

The use of simultaneous acquisition reduces 

acquisition times and therefore patient 

discomfort and image artifacts due to patient 

motion. Another significant advantage is that the 

resulting images from the different isotopes are 

perfectly registered in space and time.  

A complication with dual-isotope imaging is the 

presence of crosstalk between the multiple 

energy windows. In the case of, for instance, 

imaging with 99mTc(140keV) and 
201Tl(75keV/167keV), the lower-energy 201Tl 

energy window is contaminated by 99mTc 

photons scattered in the patient or collimator 

(referred to as down-scatter) as well as Pb x-rays 

generated by both scattered and unscattered 
99mTc photons in the collimator. In addition, the 

Tc data are also contaminated by scattered 

(~135keV) and unscattered (167 keV) 201Tl 

photons. 

To address the above difficulties, current 

research has focused on optimization of multiple 

energy-window acquisition parameters (66,67) as 

well as modeling of crosstalk effects (i.e. down-

scatter and collimator x-ray generation) in the 

reconstruction task (68). Combination of these 

methods as well as detailed clinical evaluation 

are still required in order to make dual-isotope 

SPECT imaging an acceptable clinical protocol. 

 

IX. OTHER CORRECTIONS 
In order to produce fully quantitative data, three 

other corrections need to be considered. The 

reader is referred elsewhere for elaborate reviews 

of these topics; here we briefly compare their 

applications in PET vs. SPECT. 

 

A) Scatter Correction 

Scatter correction is one of the most important 

and at the same time most difficult corrections in 



D
ow

nl
oa

de
d 

fr
om

 h
ttp

://
jo

ur
na

ls
.tu

m
s.

ac
.ir

/ 
on

 M
on

da
y,

 A
ug

us
t 1

3,
 2

01
2

15        Iran J Nucl Med 2006; Vol 14 , No 25 Arman Rahmim 

nuclear medicine imaging. Scattered events can 

constitute 30-50% of all events in SPECT, 10-

20% in 2D-PET and 40-60% in 3D-PET. The 

difficulty in scatter compensation is given by the 

fact that in order to truly estimate the number of 

scattered events along each projection, the 

emission image needs to be known, which is the 

very aim of the reconstruction task! The reader is 

referred to (69) for a thorough review of the 

various approaches.  

An approach of increasing interest is the use of 

fast analytic (70) or Monte Carlo (71) scatter 

calculations inside iterative reconstruction 

algorithms, such that the scatter estimate is 

updated at every step. However, it must be noted 

that due to the comparatively much larger sizes 

of data in PET, most of the research performed in 

this field is related to SPECT imaging (as an 

exception see (72) for an application in PET).  

Another example of this iterative application (68) 

was discussed in the estimation of down-scatter 

in dual-isotope imaging (see Sec. VIII). 

 

B) Correction for the Partial Volume Effect  

The partial volume effect (PVE) arises due to the 

limited resolution in nuclear medicine imaging 

(and is relevant  for “small” regions with 

dimensions smaller than around 2 times the 

FWHM of the scanner resolution). It has been 

shown to result in large biases in the estimates of 

regional radioactivity concentrations. The reader 

is referred to (73) for an elaborate review of this 

topic. The methods developed in this area are 

equally applicable in both PET and SPECT 

imaging, and require, for best performance, 

access to anatomical images (e.g. MRI) of the 

subjects.   

 

C) Motion Compensation 

The majority of motion-compensation methods 

(image-based and projection-based) are equally 

applicable in both PET and SPECT. These have 

been reviewed, for rigid, cardiac and respiratory 

motions, in Ref. (41). There are, however, two 

potential differences between the two modalities 

in the context of motion compensation: 

(1) In SPECT, there exists a correlation between 

projection angle and time (therefore motion); this 

time-dependence may be potentially used in the 

motion compensation task (e.g. (74)).  

(2) The enormous size of PET data can cause 

difficulties for demanding motion compensation 

methods. Subsequently, accurate and at the same 

time fast methods are needed in PET (see (41) 

for details). 

 

X. CONCLUSION 
The present work has attempted to summarize 

important themes of ongoing hardware and 

software advancements for the two major 

imaging modalities in nuclear medicine: PET and 

SPECT.  

In the context of PET imaging, the coincidence-

detection method is viewed as a very powerful 

method, considerably enhancing sensitivity (Sec. 

II-B) and dynamic-imaging (Sec. IV) capabilities 

of PET. Furthermore, (i) use of very short half-

life tracers (e.g. Rubidium) injected at very high 

activities (Sec. II-C), as well as (ii) the 

introduction of increasingly fast scintillators 

technology (particularly for LSO), which in turn 

has allowed reduction of random coincidences 

(Sec. VI) and introduced the possibility of time-

of-flight PET (Sec. VII) are expected to further 

contribute to high-sensitivity imaging 

capabilities of PET.  

Improvements in PET technology (e.g. detector 

design), modeling of finite resolution effects in 

PET image reconstruction, as well as the 

potential of applying magnetic fields (expected 

to reduce positron range for high-energy 

positron-emitting radio-nuclides) are also seen as 
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areas of ongoing research attempting to improve 

resolution limitations in PET. 

In SPECT, the use of specialized collimators 

(e.g. slant-hole) are seen as techniques improving 

sensitivity without degrading image resolution. 

Furthermore, the pinhole SPECT technology is 

seen as an area of intense recent interest, 

particularly due to its ability to enhance 

resolution capabilities in SPECT (to sub-

millimeter range) and to the possibility of 

stationary SPECT small animal imaging. 

Incorporation of non-uniform attenuation in 

SPECT (Sec. V) as well as collimator-detector 

response (Sec. III-B) and scatter (Sec. IX-A) 

modeling into statistical, iterative image 

reconstruction algorithms was also seen as an 

area of considerable potential towards artifact-

free, quantitative SPECT imaging. Various 

issues related to temporal resolution (and 

dynamic imaging capabilities) in SPECT and 

PET were also discussed. In particular, it was 

seen that use of suitable (4D and 5D) 

reconstruction algorithms could further enhance 

temporal resolution capabilities in these 

modalities.  

Finally, it should be stressed that existing PET 

and SPECT scanners in the field can (much) 

benefit from improvements in image-

reconstruction software (as discussed in this 

review), and in the case of SPECT imaging, from 

the potential of dual-isotope imaging (Sec. VIII) 

as well as the use of specialized collimators 

(Secs. II-A and III-A). 
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